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Abstract. Argument-based machine learning (ABML) knowledge re-
finement loop offers a powerful knowledge elicitation tool, suitable for
obtaining expert knowledge in difficult domains. In this paper, we first
use it to conceptualize a difficult, even ill-defined concept: distinguishing
between “basic” and “advanced” programming style in python program-
ming language, and then to teach this concept in an interactive learning
session between a student and the computer. We demonstrate that by
automatically selecting relevant examples and counter examples to be ex-
plained by the student, the ABML knowledge refinement loop provides
a valuable interactive teaching tool.
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1 Introduction

Argument-based machine learning (ABML) knowledge refinement loop offers a
powerful knowledge elicitation tool, suitable for obtaining expert knowledge in
difficult domains [2, 3, 6]. Benefits of ABML for knowledge elicitation include:
(1) the expert only needs to explain a single example at the time, (2) it enables
the expert to provide most relevant knowledge by showing him problematic
examples only, and (3) it helps the expert to detect deficiencies in his or her
explanations by providing counter examples [3]. In this paper, we would like to
verify whether ABML knowledge refinement loop could also be used by students,
as an interactive teaching tool based on machine learning and argumentation.

As our case study we selected a difficult, hard to define concept: programming
style in python programming language. This language often enables short and
elegant solutions. And although the meaning of this latter word is not well
defined, it is quite widely accepted in computer programming what has been
nicely put by Richard O’Keefe: “Elegance is not optional.” [8]

We were particularly interested in distinguishing between “basic” and “ad-
vanced” solutions of exercises that typically occur in introductory programming
lessons with python as the language of choice. Consider the following solutions:
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# Solution 1 # Solution 2
def most_different(words): def most_different(words):

most_letters = 0 return max(words, key=lambda x:len(set(x.lower())))
for word in words:

characters = []
for c in word.lower():

if not c in characters:
characters.append(c)

if len(characters) > most_letters:
most_letters = len(characters)
most_diff_word = word

return most_diff_word

Fig. 1. A “basic” solution (left) and an “advanced” solution (right).

Although both solutions apply to the same exercise, they demonstrate two very
different approaches to solve it. In both cases the problem is divided into several
subproblems. However, in Solution 1 each subproblem is expressed separately,
while Solution 2 effectively utilizes available built-in functions and mechanisms.
The first solution (left) is less sophisticated and clearly a preferred option for the
beginners, while the second one (right) is arguably more elegant, more advanced,
and perhaps even easier to read by an advanced programmer, but may be difficult
to understand for beginners.

While this paper is not concerned whether the second solution is better than
the first one, our domain expert – a teacher of introductory programming course
– labeled solutions such as Solution 1 as “basic,” and solutions such as Solution 2
as “advanced.” Our goal was to design an interactive tool for supporting students
to learn this concept, with respect to distinguishing advanced solutions from the
basic ones.

The experts in this domain are generally able to recognize good or bad pro-
gramming style merely by observing solutions, provided that the solutions are
correct, sensible, and complex enough to enable a more advanced approach [1].
The expert should therefore be able to distinguish between “basic” and “ad-
vanced” programming style (i.e., between simple and more sophisticated solu-
tions) based on solutions only. In our approach, the text of the exercise did not
influence the expert’s decisions at all. Our teaching tool should therefore not
depend on understanding semantics (or deeper meanings) of the exercise text.

Note that the aim of this paper is not to debate what is a suitable pro-
gramming style and whether the recognition of “elegant” or “advanced” pro-
gramming style is possible by observing the solutions of programming exercises
only (without knowing the instructions of the exercise itself). Nor do we claim
that our teacher’s views about programming style in python programming lan-
guage are absolutely correct or indisputable. The goal of this paper is merely
to demonstrate the use of argument-based machine learning (ABML) knowl-
edge refinement loop for the purpose of designing an interactive teaching tool.
In particular, we intend to demonstrate the use of ABML knowledge refinement
loop for: (1) knowledge elicitation of a difficult (even ill-defined) concept from
the domain expert – a teacher of introductory computer programming, and (2)
student-computer interaction that involves student’s argumentation of automat-
ically selected examples and counter examples.
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A similar idea, however with a different goal, was explored in a system for
smart authoring of automated tutors, SimStudent, where students can learn by
teaching a live machine-learning agent, using a game-like learning environment
[5]. Nan et al. showed that an extended version of SimStudent successfully learns
grammar rules for the difficult task of article selection in English [4].

The paper is organized as follows. In Section 2, we briefly explain the exper-
imental design. Section 3 highlights two important goals of knowledge elicita-
tion from the teacher, namely to obtain (1) relevant description language in the
form of new attributes, and (2) consistently labeled learning data. In Section
4, we describe in detail the interactive learning session between a student and
the computer, using our (argument-based) teaching tool. Also, the results of an
experiment with students learning to distinguish between basic and advanced
solutions are presented. We then conclude the paper and point out directions for
future work.

2 Experimental Design

From a textbook of introductory programming in python, we selected 121 solu-
tions of 62 different exercises. The teacher labeled each solution as “basic,” or
“advanced.” We randomly selected 91 solutions for learning and 30 solutions for
testing (the proportion of positive and negative examples was preserved).

In order to design a successful teaching tool, it was first required to “con-
ceptualize” the domain, that is, to elicitate relevant knowledge from the teacher
and transform it into both human- and computer-understandable form. Also, the
labels of examples had to be corrected, if necessary. The knowledge in form of
attribute values and correct labels had to be incorporated into the teaching tool.
Finally, the teaching tool had to be tested by the students. At the end of the
interactive session, the students were therefore asked to classify all 30 examples
in the test set.

The teaching tool was operated by the teacher. It is essentially based on
ABML knowledge refinement loop, and has the following main properties:

1. It is capable of building a rule-based model, using attributes and arguments
that are currently included into the domain.

2. It finds “critical examples,” i.e. examples that the current model cannot
classify successfully, and therefore should be explained.

3. It enables the user to explain given examples in various ways:
– by introducing (predefined) attributes into the domain,
– by attaching arguments to selected critical examples,
– by assigning constraints to particular attributes in the arguments (high,
low, true, false, higher/lower than a particular value etc.)

4. It selects appropriate “counter examples,” if necessary.
5. It measures the progress of the student (in terms of accuracy of the obtained

rules on the unseen test data). However, this information was not disclosed
to the students during the experiments.

A detailed description of the ABML knowledge refinement loop can be found in
[3] and [7].
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3 Knowledge Elicitation from the Teacher

The knowledge elicitation process is described in detail in the next section, where
the student-computer interaction is presented. It is actually very similar to that
interaction, however, there are two very important differences:

– features (attributes) that would describe the domain well are not yet known,
– labels of examples (given by the teacher) are likely to contain inconsistences.

The goal of the knowledge elicitation from the teacher is therefore not only to
obtain a (rule-based) model consistent with his knowledge, but – even more
importantly – (1) to obtain relevant description language in the form of new
attributes, and (2) to obtain consistently labeled learning data.

This goal is achieved with the help or relevant critical examples and counter
examples being presented to the teacher during the interaction. As the teacher
is asked to explain given examples or to compare the critical examples to the
counter examples, he may introduce new attributes into the domain. The incon-
sistences are usually found quite easily, since inconsistently labeled examples are
likely to appear as critical or counter examples.

In the present case study, the knowledge elicitation process consisted of 9
iterations. Table 1 shows the list of all attributes used: at the beginning of the
process 5 of them were included into the domain, and 9 new attributes were
introduced by the teacher during the process. Only 1 initial attribute remained
in the final model.

Table 1. List of attributes.

# Attribute Type Description Start Final

1 cRows cont. number of rows X X
2 cVar cont. number of variables X
3 cFor cont. number of for loops X
4 cWhile cont. number of while loops X
5 cIf cont. number of conditionals X
6 NeLoop T/F occurrence of nested loop X
7 LiCom T/F occurrence of list comprehension X
8 cLCbFor cont. number of tokens before the last for in list compr. X
9 cLCaFor cont. number of tokens after the last for in list compr. X

10 Zip T/F occurrence of zip function X
11 cSlice cont. number of list slices X
12 Lambda T/F occurrence of lambda function X
13 cFunc cont. number of built-in functions X
14 cMeth cont. number of built-in methods X

The attributes that occurred in the rules of the final model were included in the
interactive teaching tool presented in the next section. The final model contained
9 rules, all of them were found sensible by the expert.
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4 A Student-Computer Interactive Learning Session

At the start of the learning session, each student is given the following task: to
obtain rules for determining whether a particular solution of (an unknown) pro-
gramming exercise is an advanced one. The rules must consist of the attributes
that remained in the final model obtained by the teacher (see Table 1) only. That
is, the goal of the interaction is the student being able to express the target con-
cept using the teacher’s expressive language. The instructions were accompanied
with a simple example that demonstrates differentiating between a basic and an
advanced solution, similar to the one in Fig. 1. In order to facilitate learning, the
ABML knowledge refinement loop was used to present the student with relevant
examples (and counter examples, if necessary). To accomplish the task in as few
iterations as possible, the students are advised to give explanations that:

– contain the most important feature(s) to explain the given example,
– use the smallest possible number of features in a single argument,
– try not to repeat the same arguments.

In the sequel, we demonstrate 4 out of 5 iterations of a typical interaction that
actually occurred in one of the learning sessions.

Iteration 1 In the beginning of the interaction, only 5 initial attributes listed
in Table 1 were included into the domain, and no arguments were given yet.
The solution A.20-3 (Fig. 2) was the first critical example presented to the
student. The student was asked to explain which features speak in favor of this
solution being an advanced one. His argument was “the solution is advanced
because function zip is present and the number of rows is low.” He also gave
an interesting remark that the overall number of different tokens in the solution
might have been a more appropriate feature than simply the number of rows.

# solution A.20-3 (advanced)

def crossword(word, words):

return [d for d in words if len(d) == len(word) \\

and all(c1 == ’.’ or c1 == c2 for c1, c2 in zip(word, d))]

# solution B.14-1 (basic)

def match(b1, b2):

b = ""

for c1, c2 in zip(b1, b2):

b += c1 if c1 == c2 else "."

return b

Fig. 2. The first “critical example,” and the corresponding “counter example.”

The student’s argument was not sufficiently good: the algorithm selected the
(basic) solution B.14-1 (see Fig. 2) as the counter example. He was asked to
compare the counter example B.14-1 with the critical example A.20-3 and try
to improve the argument. The student noticed an important difference between
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the two examples: the advanced solution A.20-3 contains a list comprehension,
whereas the basic solution B.14-1 does not. He extended the argument to “the
solution is advanced because zip function is present, the number of rows is low,
and a list comprehension occurs.” There were no more counter examples.

Iteration 2 The (advanced) solution A.35-1 (see Fig. 3) was then presented
to the student. The student now observed a relatively high number of occurring
methods (join, split, lower) and chose this as the most important argument.
Again he gave an interesting suggestion: namely, that the attribute cMeth should
have been normalized, taking into account the overall number of tokens in the
solution. Another suggestion was to include a new feature: the number of distinct
methods that occur in the solution.

# solution A.35-1 (advanced)

def censorship(text, forbidden):

return " ".join(word for word in text.split() \\

if word.lower() not in forbidden)

Fig. 3. Solution with “a high number of occurring methods and a list comprehension.”

The method now selected a solution from the class “basic” as the counter exam-
ple. The student quickly noticed several differences between the two solutions,
and chose the fact that the advanced one contains a comprehension list to be
the most important one among them. The argument was thus extended to “the
solution is advanced because the number of used methods is high, and a list
comprehension occurs.”. The algorithm did not find more counter examples.

Iteration 3 was very similar to the second one, thus we skip its description.

Iteration 4 The solution A.13-3 (see Fig. 4), again an advanced one according
to the teacher, was presented to the student. He now selected a new attribute
to describe the reasons for the teacher’s opinion: the relatively high number of
occurring functions.

# solution A.13-3 (advanced)

def pairs():

return [(i, j) for i in range(1, 101) for j in range(i+1, 1001) \\

if len(str(i)) != len(str(j)) and sum(map(int, str(i))

Fig. 4. Another python “one-liner.”

After another counter example, the student extended his argument with another
unused attribute from the list of available features: a relatively high number of
tokens after the last for statement within the list comprehension. The argu-
ment was extended to “the solution is advanced because the number of used
functions is high, and the number of tokens after the last for in the list compre-
hension is high.”. He also suggested that the number of for statements within a
list comprehension would be another interesting attribute. The extension of the
argument worked well: no counter examples were found.
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Iteration 5 The student’s arguments now resulted in a rule-based model that
covered all positive examples for the class “advanced”. However, now the algo-
rithm found a problematic example of a different kind: a basic solution that was
also covered by one of the obtained rules for the opposite class. The problematic
example was the solution B.34-2. The key example of the problematic rule was
the solution A.20-2. The student was now asked to compare these two solutions
(see Fig. 5). Namely, what makes the solution A.20-2 more advanced compared
to the solution B.34-2.

# solution B.34-2 (basic)

def even_vs_odd(s):

t = sum(e % 2 for e in s) > len(s) / 2

return [e for e in s if e % 2 == t]

# solution A.20-2 (advanced)

def crossword(word, words):

return [d for d in words if len(d) == len(word) \\

and all(c1 == ’.’ or c1 == c2 for c1, c2 in zip(word, d))]

Fig. 5. What makes the solution A.20-2 more advanced compared to B.34-2?

The student chose another yet unused attribute from the list of available fea-
tures: a relatively high number of tokens before the last for statement within
the list comprehension. After seeing a relevant counter example he extended the
argument with the presence of the zip function. The argument “the solution
is advanced because the number of tokens before the last for in the list com-
prehension is high and zip function is present.” hit upon no counter examples.
Moreover, no more critical or problematic examples were detected and thus the
learning process concluded.

4.1 Assessment

During the interactive session student therefore also expressed his own (actually
very sensible) suggestions on how to introduce new features into the learning
domain or how to improve on the existing ones. Such new features can easily
be incorporated into the teaching tool. Incidentally, the student’s obtained rule
model for determining whether a particular solution is advanced even outper-
formed the teacher in terms of classification accuracy on the testing data (90% vs.
83%; note that the same learning and testing set were used in all experiments).
More importantly, the teacher found all given arguments and the obtained rules
sensible.

The whole interactive procedure consisted of only 5 iterations and lasted
about half an hour. This can be explained by the fact that the student only had
to choose among the given attributes (and not yet to discover them). The student
was selecting the attributes for his arguments rather skillfully, and in accordance
with the given recommendations stated at the beginning of this section.
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In the experiment with 7 students, the interactive learning session on aver-
age consisted of 7.1 iterations, the classification accuracy of students’ final rule
models on the testing data were (on average) 87.1% (AUC: 0.74, Brier: 0.25),
while they themselves (on average) correctly classified 86.7% examples of the
(previously unseen) testing data.

5 Conclusion

We demonstrated the use of argument-based machine learning (ABML) knowl-
edge refinement loop [3, 7] for the purpose of knowledge elicitation of a difficult,
ill-defined concept of distinguishing between “basic” and “advanced” program-
ming style in python programming language, and used the results of knowledge
elicitation for designing an interactive teaching tool. For the first time, ABML
knowledge refinement loop was used in an interaction between a student and the
computer. An interactive learning session between the student and the computer
was thus described in detail. The initial experimental results with students are
very promising, and suggest that ABML knowledge refinement loop provides a
valuable interactive teaching tool. As a line of future work, we consider designing
an online multi-domain learning platform based on student’s argumentation of
automatically selected examples and counter examples.
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3. Guid, M., Možina, M., Groznik, V., Georgiev, D., Sadikov, A., Pirtošek, Z., Bratko,
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