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Abstract. The research question addressed in this paper is: Given a
problem, can we automatically predict how difficult the problem will be
to solve by humans? We focus our investigation on problems in which the
difficulty arises from the combinatorial complexity of problems. We pro-
pose a measure of difficulty that is based on modeling the problem solving
effort as search among alternatives and the relations among alternative
solutions. In experiments in the chess domain, using data obtained from
very strong human players, this measure was shown at a high level of
statistical significance to be adequate as a genuine measure of difficulty
for humans.
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1 Introduction

In this paper, we address the research question: Given a problem, can we au-
tomatically predict how difficult the problem will be to solve by humans? This
question is complex and concerns many aspects. It depends on the type of prob-
lem and on the human’s knowledge about the problem domain. Our current
investigation is focused on problems in which the difficulty arises from the com-
binatorial complexity of problems. We propose a measure of difficulty that is
based on modeling the problem solving effort as search among alternatives and
the relations among alternative solutions.

The basis for that is the Al formulation of problem solving as search: a given
problem is reduced to finding a path in the state space. This typically leads
to the problem of combinatorial complexity due to the rapidly growing number
of alternatives. To overcome this problem, heuristic search is widely used. For
the nodes in the state space heuristic estimates are determined, indicating how
promising nodes are with respect to reaching a goal node, and this knowledge
then guides the search.

Our experiments in this paper with the proposed measures of difficulty were
carried out in a game playing domain (chess). Our method is based on heuris-
tic search. In general, relatively little research has been devoted to the issue of
problem difficulty. Some specific puzzles were investigated with this respect, in-
cluding Tower of Hanoi [1], Chinese rings [2], 15-puzzle [3], Traveling Salesperson
Problem [4], Sokoban puzzle [5], and Sudoku [6]. To the best of our knowledge,
no related work deals with possibilities of using heuristic-search based methods
for determining how difficult the problem is for a human.
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2 Method

Our basic idea is as follows: a given problem is difficult with respect to the task
of accurate evaluation and finding the best solution, when different “solutions,”
which considerably alter the evaluation of the initial problem state, are discov-
ered at different search depths. In such a situation a human has to analyze more
continuations and search to a greater depth from the initial state to find actions
that may greatly influence the assessment of the initial state, and then eventually
choose the best continuation [7].

In the experiments, the chess program HOUDINI 1.5a (64-bit), one of the
strongest chess engines, was used to analyze more than 40.000 positions from
real games played in World Chess Championship matches, using the methodology
presented in [8]. Each position was searched to a fixed depth ranging from 2 to
20 plies. The aim of the heuristic search performed by the engine was both (I) to
obtain the data for experimental evaluation of our proposed difficulty measure
called “difficulty score,” and (II) to estimate players’ errors in these positions.
A large data set made it possible to obtain average players’ deviations from best
play across a wide range of positions with the same difficulty score.

2.1 Proposed Measure of Difficulty

In accordance with our hypothesis about what makes the problems difficult for
a human, an algorithm for calculating the difficulty of a chess position had to
satisfy the following properties:

1. A problem is difficult if several different sensible “solutions” appear with
increasing depth of search. That is, different amounts of search produce
different solutions of the problem.

2. The higher the magnitude of differences in the values of various “solutions”
obtained at different search depths, the greater the difficulty of the problem.

A formal measure of difficulty that attempts to implement the principles above
is given by the following formula.

MAX
Z |E(bestyq) — E(second_bestq)| x [besty # bestq—1] (1)
d=3

where besty is the move that the chess program suggests as best at d-ply search,
E(bestq) and FE(second_besty) are the evaluations of the best and the second
best move (respectively) at depth d, and M AX is a user-defined parameters
for the maximal search depth used by the program. The bracket value [| is 1 if
the condition holds, otherwise it is 0. We call this measure the difficulty score.
Figure 1 illustrates how the difficulty score is calculated.
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best |E1l [second|E2 |DS
Nf3-g5 [123| Qd1-c2 | 80
Nf3-g5 [107| Qd1-c2|103
Nf3-g5 [117| Qd1-c2|103
Nf3-g5 [117| Qd1-c2|103
Nf3-g5 [117| Qd1-c2|103
Nif3-g5 [117| Qd1-c2|103
Nf3-g5 | 98 | Qd1-c2 | 98
Qd1-c1|118|Nf3-g5| 92 | 26
Qd1-cl [163| Qd1-c2 |128| 26
Qd1-cl [178] Qd1-c2 |166| 26
Qd1-d4({805|Qd1-c2|166(665
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Fig. 1. Euwe-Alekhine, 16" World Chess Championship, Game 14, position after
Black’s 19'" move. The table on the right shows the values of bestq, E(bestq),
second_bestq, E(second _bestq), and the difficulty score, respectively, for each search
depth d in range from 2 to 12 plies. At MAX = 12, formula (1) thus assigns this
position the difficulty score of 665. In the game Euwe, the contender for the title of
World Champion, failed to find the strongest move 20.Qd1-d4, with a winning attack.

3 Results

To evaluate the adequacy of our proposed measure of difficulty, we carried out
the following experimental evaluation. If the difficulty score indeed measures
the difficulty of a chess position for human chess players, then a high difficulty
score of a given position should indicate a relatively high probability of a human
player making a mistake in that position. Also, a higher difficulty score should
indicate a more severe error. This was experimentally tested by observing the
correlation between the difficulty scores of positions and the error scores of very
strong chess players in these positions. As mistakes by very strong players are
subject to chance it was appropriate to average the errors in sets of positions
with similar difficulty scores.

Figure 2 shows the relation between the difficulty scores (that is the pre-
dicted difficulties of chess positions), and the players’ mean errors in positions
with (roughly) the same difficulty score. Ideally, the mean error should be a
monotonically increasing function of difficulty score. Because of the randomness
of human errors, this relation has to be tested statistically. A Spearman’s corre-
lation was run to determine the relationship between the difficulty scores and the
mean errors. There was a very strong, positive monotonic correlation between
Difficulty Score and Mean Error (r = .93, n = 88, p < .001).

4 Conclusions

Our approach to predicting the difficulty of problems for humans is based on
modeling the problem solving as search. We proposed a concrete measure of
difficulty, called difficulty score. It was experimentally shown to be statistically
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Fig. 2. The scatter plot above shows the relation between the predicted difficulty (ob-
tained with formula (1), M AX = 15) and mean players’ error in chess positions with
corresponding difficulty scores. Each data point is represented by at least 30 examples.

adequate as a genuine measure of difficulty for humans. The experiments were
carried out in the domain of chess using the experimental data obtained from
extremely strong human experts - world chess champions. It should be noted
that despite high overall statistical significance of the proposed measure, the
success of difficulty score as a reliable predictor of the difficulty of individual
problems is open to further investigation. This will probably depend on the
application. Also, the implementation by a concrete difficulty measure of the
two basic assumptions about the measures’ properties is open to refinements.
For example, it might be better (I) to consider that decision changes become
more and more important with increasing search depth, and (IT) to take into
account more than just two best solutions as it is done in formula (1).
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