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Abstract

Within the medical domain, Functional Imaging provides
methods for effectual visualization of diagnostically relevant
numeric fields, i.e. of spatially referenced measurements of
variables related to organ functions. Unveiling the salient
physical events that underly a functional image is most ap-
propriately addressed by feature extraction methods that ex-
ploit the domain-specific knowledge combined with spatial
relations at multiple abstraction levels and scales. The iden-
tification of specific patterns that are known to characterize
classes of pathologies provides an important support to the
diagnosis of disturbances, and the assessment of organ func-
tions. In this work we focus on Electrocardiographic diag-
nosis based on epicardial activation fields. This kind of data,
which can now be obtained non invasively from body surface
data through mathematical model-based reconstruction meth-
ods, can hit electrical conduction pathologies that routine sur-
face ECGs may miss. However, their analysis/interpretation
still requires highly specialized skills that belong to few ex-
perts. Given an epicardial activation field, the automated de-
tection of salient patterns in it, grounded on the existing in-
terpretation rationale, would represent a major contribution
towards the clinical use of such valuable tools whose diag-
nostic potential is still largely unexplored. We focus on epi-
cardial activation isochronal maps, which convey information
about the heart electric function in terms of the depolarization
wavefront kinematics. An approach grounded on the inte-
gration of a Spatial Aggregation (SA) method with concepts
borrowed from Computational Geometry provides a compu-
tational framework to extract, from the given activation data,
a few basic features that characterize the wavefront propa-
gation, as well as a more specific set of diagnostic features
that identify an important class of heart rhythm pathologies,
namely reentry arrhythmias due to block of conduction.

Keywords: Biomedical imaging; functional imaging; image
based diagnosis; spatial aggregation; computational geome-
try; electrocardiography; cardiac electrical function.

Introduction
One of the most important application domains where imag-
ing has proved extremely useful is Medical Diagnosis.
The process of identifying a pathological condition can be
greatly supported by signs of deviations from normality
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that can be drawn from images. Within this context the
term “imaging” usually refers to techniques to build images
of anatomical districts of the human body (e.g. radiogra-
phies, CAT, NMR); more broadly, it can also include meth-
ods aimed at providing graphical representations of tempo-
rally/spatially referenced measurements of variables related
to specific organ functions (e.g. EEG, ECG signals, activa-
tion maps). In this latter case the term “functional” imaging
is to be preferred.

Many functional images are graphical representations
of a physical field: a potential contour map, for instance, is
the spatial representation of a potential field. Thereby, the
task of analyzing such images is not adequately tackled by
traditional Image Processing methods, which have been de-
signed for raster images. The issue of unveiling the salient
physical events underlying a functional image is more ap-
propriately and effectively addressed through feature extrac-
tion methods that can exploit the domain-specific knowledge
at different abstraction levels. Such an issue is particularly
relevant in view of performing explanation and reasoning
tasks.

Within the field of Qualitative Spatial Reasoning, Spa-
tial Aggregation (SA) (Yip and Zhao 1996) provides the
most appropriate conceptual framework for feature extrac-
tion at multiple levels, according to a powerful hierarchical
abstraction strategy. In the direction of making the approach
more robust and of integrating within the basic SA frame-
work methods borrowed from quantitative research fields,
several works have contributed to make it an even more at-
tractive framework for the development of functional imag-
ing tools (Ironi and Tentoni 2003a; 2003b). Any such tool
would ground on domain-specific knowledge, as the infer-
ence mechanisms rely on a network of relations that, be-
sides dealing with spatial properties, explicitly encode such
knowledge.

With the present work we continue our research effort
aimed at delivering novel tools to support the assessment of
the electric cardiac function (Ironi and Tentoni 2007). Diag-
nosing the cardiac electric function has always been a hard
task for the difficulty met in the identification of salient elec-
trical events and their spatial association with specific epi-
cardial sites. In the clinical context, diagnosis of conduction
pathologies is still carried out on the ECG signals for which
the interpretative rationale is well-established. Several tools



exist for automated ECG segmentation and classification.
Most of these tools are based on the integration of wavelet
transforms with neural/fuzzy-neural networks, to deal re-
spectively with the signal decomposition and classification
tasks (see for example (Clifford, Azuaje, and McSharry
2006)). Within AI, Qualitative Reasoning has also played
an important role in providing a number of automated ECG
interpretation tools (Bratko, Mozetic, and Lavrac 1989;
Weng et al. 2001; Kundu, Nasipuri, and Basu 1998). Unfor-
tunately some important rhythm disturbances may be incor-
rectly located or even missed by routine ECGs. Even body
surface high resolution mapping may fail because signs of
cardiac electrical events on the torso surface are weak.

In recent years, model-based numerical inverse pro-
cedures have made it possible to obtain non-invasively the
epicardial activation field from body surface data. That
has engaged researchers in the effort towards novel meth-
ods for electrocardiographic imaging (Oster et al. 1997;
Ramanathan et al. 2004). However, the interpretative ratio-
nale for cardiac maps is only partially defined, and the ability
to abstract the most salient visual features from a map and
relate them to the complex underlying phenomena still be-
longs to few experts. Due to the extreme complexity of the
physical system the task of automating diagnosis of conduc-
tion disturbances from a 2D/3D activation field is therefore
hard, and necessarily limited to the current interpretation ra-
tionale. Within this field functional image-based diagnosis
is at its beginning, and, in accordance with the available ra-
tionale, currently regards only a few classes of conduction
disturbances. The potential of Qualitative Spatial Reason-
ing in contributing to its development is high: a tool for the
automated extraction of spatially referenced features of the
cardiac electrical function would bridge the gap between es-
tablished research outcomes and clinical practice.

Our work fits into a long-term research project aimed
at delivering an automated electrocardiac map interpretation
tool. To detect salient spatiotemporal features in the epicar-
dial activation field, we exploit the inference mechanisms
provided by a computational tool grounded on Spatial Ag-
gregation and on Computational Geometry concepts: from a
given numeric field we extract spatial objects that, at differ-
ent abstraction levels, qualitatively characterize spatiotem-
poral phenomena, and discover and abstract the skeleton of
patterns relevant to the diagnostic task.

In this paper we focus on epicardial activation maps,
which convey information about the heart electric function
in terms of the depolarization wavefront kinematics. These
kind of maps are very useful to diagnose rhythm distur-
bances. We describe how some basic spatiotemporal fea-
tures that characterize the propagation of the electrical exci-
tation can be abstracted from the given activation data, and
in particular we define a set of distinctive features that iden-
tify an important class of rhythm disturbances due to blocks
of conduction.

Feature abstraction from a numeric field
The comprehension of physical phenomena benefits from
the visualization of the spatial course of relevant variables.
A visual representation obtained from a given numeric field

can be further inspected, and searched for homogeneities
and specific patterns that have a physical meaning. This
“imagistic” reasoning activity, that goes beyond mere visu-
alization, is performed at multiple levels through a sequence
of abstractions and manipulations of spatial objects that cap-
ture key physical properties.

Spatial Aggregation
Spatial Aggregation (SA) is a general-purpose framework
that provides a suitable ground to capture spatiotempo-
ral adjacencies at multiple scales in spatially distributed
data. It was designed to derive and manipulate qualita-
tive spatial representations that abstract important features
of the underlying data, for their use in automated reason-
ing tasks (Yip and Zhao 1996; Ironi and Tentoni 2003a;
2003b).

In outline, SA transforms a numeric input field into a
multi-layered symbolic description of the structure and be-
havior of the physical variables associated with it. This re-
sults from iterating transformations of lower-level objects
into more abstract ones through the exploitation of quali-
tative equivalence properties shared by neighbor objects.

SA abstraction mechanisms are based on three main
steps, namely Aggregation, Classification, and Redescrip-
tion, that exploit domain-specific knowledge and spatial ad-
jacencies (see Fig.1):

1. Aggregation. Spatial adjacency of low-level objects is en-
coded within a neighborhood graph.

2. Classification. Neighbor objects are grouped by similar-
ity, according to a domain-specific equivalence predicate
that defines a feature of interest.

3. Redescription. Similarity classes are singled out as new
high-level objects that provide an abstract representation
of the feature.

objects graph
field primitive equivalence

aggregation classification

redescription

objects
new higher-level 

neighborhood
classes

Figure 1: Basic inference steps in Spatial Aggregation.

Step 1 mostly exploits geometrical properties, either
metrical or topological. However, to ensure the robustness
of the Classification step, it can also take into account avail-
able non-geometrical knowledge, associated with the ob-
jects to be aggregated and related to the physical context
(Ironi and Tentoni 2003a). For example, with respect to the
contouring task, the values of the variable associated with
each field point can be exploited to generate an appropriate
neighborhood graph that guarantees the abstraction outcome
against both artifactual curve entanglement and segmenta-
tion (Ironi and Tentoni 2003a). Step 3 is crucial in that a
non-effectual redescription of new objects may jeopardize
subsequent abstractions stemming therefrom.



Such operators can be iterated over and over until the
behavioral and structural information about the underlying
physical phenomenon, that is required to perform a spe-
cific task, is extracted from the data set. The hierarchical
structure of the whole set of the so-built objects defines a
bi-directional mapping between higher and lower-level ag-
gregates, and, consequently, it facilitates the identification
of the pieces of information relevant for a specific task.

The role of Computational Geometry
Within the SA abstraction mechanism, Redescription instan-
tiates visual features that may play a role in the spatial rea-
soning process. The geometric representation of the new
objects must convey a meaningful effectual visual synthesis
of the underlying similarity class.

Computational Geometry methods and concepts can
play an important role in providing algorithms for the re-
description of newly abstracted objects. An important class
of objects for which the chosen representation format partic-
ularly needs to suit the reasoning task is that of 2D bounded
regions. These latter ones can result, for example, from the
application of a similarity relation grounded on interval val-
ues to a set of contiguous isopoints. The similarity classes
correspond to regions that need to be instantiated as new
geometrical objects for further treatment. Sometimes a cen-
troid can do, while in other situations a more articulated -
though compact - redescription may be necessary, for exam-
ple when the qualitative topological structure of the region
needs to be captured at multiple scales. The choice of the
most appropriate format and scale for the redescribed object
is task-driven.

For qualitative reasoning tasks, a region descriptor
should be:

i) robust and stable with respect to noise and small pertur-
bations of the boundary,

ii) capable to roughly capture the location and global extent
of the region,

iii) capable to capture the topological structure of the region
at an appropriate scale of details with respect to the task,
and of course

iv) computationally feasible.

An effectual representation of a region can be provided
by its “gross skeleton”, as defined in the following.

Gross skeleton of a region
The concept of “gross skeleton”, that we are going to intro-
duce, is derived from the “medial axis” of a bounded region.
The medial axis is geometrically defined as the locus of the
centers of circles that are internally tangent to the region’s
boundary. That results in a set of curves roughly running
along the middle of the region. Unfortunately, the medial
axis is very sensitive to small perturbations of the boundary:
noisy contours produce a number of secondary branches.

The medial axis can be thought of as a geometric skele-
ton of the figure, whose complexity, given by the number of
branches, corresponds to the boundary complexity, defined
as the number of its curvature extrema. For its instability

the medial axis is not immediately suitable as a figure de-
scriptor in contexts affected by noise, and as such it is also
inappropriate where finer scale details are irrelevant and to
be ignored.
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Figure 2: Panels A,B refer to two sample regions. For each
panel, the Voronoi based medial axis (magenta) is shown
when the region’s boundary is relatively smooth (left), and
when it is affected by noise (right)

Exact computation of the medial axis is difficult in gen-
eral. It is well-known that an approximation of the me-
dial axis of a region can be obtained from the Voronoi dia-
gram related to a finite set of points that sample the region’s
boundary (Brandt and Algazi 1992): it consists in the sub-
set of Voronoi edges that lie completely within the region’s
interior. Such approximation, though, still suffers from the
cited instability problem as it is illustrated in Fig.2.

The following algorithm builds a robust simplified
topological skeleton of a given polygonal region, namely the
gross skeleton, by exploiting a relevance measure (Sakai and
Sugihara 2006), and selectively pruning the approximated
Voronoi medial axis. Instability is removed by dropping spu-
rious/irrelevant branches that correspond to unneeded infor-
mation about finer contour’s details.

Algorithm (gross skeleton construction).

Given {P1, ..Pn}, vertices of a closed polyline bounding a
connected region L,

1. Compute M, Voronoi approximation of the medial axis
of L, as follows:

(a) Build the Voronoi diagram related to the set of vertices
{P1, ..Pn},

(b) Retain only the edges that are completely internal to L.

2. Compute the “index of relevance” β(E) of each edge E ∈
M, as

β : M → (0, 1) β(E) = 2|l|/|∂L|
where if Pi, Pk are the generators of Voronoi edge E, |l|
is the length of shortest path connecting Pi with Pk along
the region’s boundary ∂L, and |∂L| is the length of the
regions’s boundary (Fig.3).

3. (Selective pruning) Starting with L∗ = M,

∀E ∈M, β(E) < β∗ ⇒ L∗ := L∗\{E}
where β∗ is a given relevance threshold.



Figure 3: Steps in the construction of the gross skeleton of a
polygonal region. Vertices Pi, Pk of the region’s bound-
ary (partially shown, blue line) generate Voronoi edge E
(thicker line). Part of the Voronoi tessellation (green thin
lines), and of the approximated medial axis M (magenta
thick line) are also shown.

Selective pruning of the medial axis M is performed
according to an edge relevance criterion by which irrelevant
boundary details are dropped: edges with a very low β value
have a negligible effect on the region’s boundary. The result

L∗ = {E ∈M | β(E) ≥ β∗}
is a connected linear structure that reflects the global topo-
logical structure of the region, as well as its rough location
and spatial extent.

The choice of the relevance threshold β∗ affects the
complexity of the resulting gross skeleton L∗, and adjusts
the descriptor to the scale required by the reasoning task: as
greater β∗ is, as more simplification is required.

In Fig. 4 a series of perturbations of the smooth sample
region shown in Fig. 2A are reported: in each case both the
Voronoi medial axis and the gross skeleton are computed.
The figure clearly shows how more robust the gross skeleton
is with respect to the Voronoi medial axis approximation,
and how the global shape of the region is captured.

Functional Imaging of the cardiac electric
function

The heart is site of cyclic electrical activity which causes
the muscle to rhythmically contract. The propagation of the
electric excitation within the myocardium is a quite complex
4D spatiotemporal process that electrocardiologists explore
on reference surfaces (epicardial, endocardial) by means of
relevant variables, such as the electric potential, the activa-
tion time and the wavefront propagation velocity. Due to
the difficulty of combining spatial and temporal aspects, ex-
ploring the potential u(x, t), a function of space and time, is
a hard task. A more global and synthetic view on the spa-
tiotemporal process of excitation is provided by the epicar-
dial representation of the activation time τ(x), defined as the
instant at which an epicardial site x changes its electric state
from resting to activated. Such an instant is commonly es-
timated as the point of minimum (time) derivative extracted
from the electrogram t → u(x, t). Therefore, the activation

Figure 4: Each panel refers to a distinct perturbation of
the smooth region shown in Figure 2A. In each panel: the
Voronoi based medial axis (left), and the gross skeleton ob-
tained by pruning with β∗ = 0.25 (right).

time is a sort of landmark variable which embeds a qualita-
tively significant event in the electric potential time course,
and, when spatially represented on the whole epicardial sur-
face, it holds a powerful diagnostic potential.

In imaging of the cardiac electric function, an impor-
tant role is played by activation maps: such maps are contour
maps of the activation time that convey information about
the wavefront structure and propagation. In a previous work
(Ironi and Tentoni 2007), in accordance with the existing ra-
tionale of interpretation, we tackled the problem of defining
and abstracting, within the SA framework, a set of spatial
objects that capture a few important basic features of activa-
tion: isochrones, whose spatial sequence depicts the spread
of excitation by snapshots, wavefront breakthrough and exit
locations, fast propagation pathways.

Figure 5: Activation map as obtained from noisy data.

As an example, Fig. 5 shows an activation map ob-
tained from noisy simulated data related to a case of normal
propagation elicited by single site pacing. Let us remark that
the activation time field is actually related to a 3D model
of the epicardium; in order to have a unique global planar
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Figure 6: Main wavefront propagation features abstracted
from the sample data of Fig. 5: activation isochrones, break-
through (B) and exit sites (e/E), and fast propagation path-
ways (thick vectors).

view with minimal spatial distortion, we considered an axial
cylindrical projection of this map. After preliminary noise
removal, from the activation field the main wavefront propa-
gation features are detected: the sequence of isochrones, the
breakthrough and extinction sites, which respectively mark
where excitation starts and ends on the epicardial surface,
and the fast propagation pathways (Fig. 6).

In this work we focus on an important class of patho-
logical conditions, namely reentry ventricular tachycardia
(VT), and provide SA-based definitions and algorithms for
the abstraction and spatial redescription of the features in-
volved. Reentry VT usually follows a myocardial infarc-
tion, as the presence of scar tissue enhances resistivity and
modifies the patterns of wavefront propagation. When con-
duction is abnormally slow across a region (≤ 0.1 m/sec,
(Cranefield 1975)), an anomalous activation pattern, called
“reentry”, can be triggered: the excitation wavefront trav-
els in single/multiple circular patterns, and reenters the area
where it arose from. Much research effort has been de-
voted to the study and characterization of this disorder
(Burnes, Taccardi, and Rudy 2000; Burnes et al. 2001;
de Bakker et al. 1993).

The key components of the reentrant VT pattern, in
terms of wavefront kinematics, are (Fig. 7):

1. a cul-de-sac-like region (isthmus), bounded by lines of
block;

2. a breakthrough site in the isthmus area;

3. a single/multiple-loop reentry propagation pattern;

4. an excitation ending site located proximal to the break-
through, but outside the blocked area.
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Figure 7: Schematic VT reentry circuit components.
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Figure 8: Isopoints (black dots) on the epicardial surface:
the surface mesh is shown. Top panel: 3D geometry. Bottom
panel: 2D cylindrical projection.

Given the discretized epicardial geometry Ωh and the
activation time field τ = τ(xi), xi ∈ Ωh, the main steps
carried out to map it to a structural spatial representation of
the salient propagation features, including the possible pres-
ence of a reentry VT pattern, are here very briefly summa-
rized:

1. Breakthrough and exit sites, isopoints, and the time or-
dered sequence of the isochrones are first obtained (Ironi
and Tentoni 2007); a planar projection of the 3D geome-
try is used to provide an overall representation of the fea-
tures on the epicardial surface (Fig. 8: isopoints as they
are mapped onto the projection).

2. The velocity field is computed as (Colli Franzone, Guerri,
and Pennacchio 1998)

v(x) = ∇τ(x)/|∇τ(x)|2

where ∇ is the gradient operator. By mapping the veloc-
ity module range into a small set of qualitative values, e.g.
very-slow, slow, medium, high, very-high, in accordance
with threshold values suggested by the experts, the epi-
cardial surface gets partitioned into homogeneous subre-
gions, each of them labeled by the same qualitative value
of the velocity module. In this context, the value very-
slow corresponds to a pathological condition. Then:

3. If the region labeled very-slow , L, is not empty,



(a) it gets redescribed by its gross skeleton, L∗, which rep-
resents the abstracted “conduction block” line;

(b) a set of propagation lines, obtained as stream lines of
the vector field, is generated from a neighborhood of
the ends of the block line. They get classified into
“main propagation patterns” according to their ending
site, which can only be either a wavefront exit site or
the upper/lower border of the map;

(c) check whether, among the ending sites associated with
the main propagation paths, at least one is located close
to the breakthrough site located nearest to the isthmus
area (loop pattern).

Figure 9: The approximated medial axis M (magenta thick
line), and its pruned version L∗ (blue thick line) are shown
within the very-low-velocity area bounded by ∂L.

Figure 10: The conduction block is extracted as a complex
of features: a line of block (simplified skeleton of the critical
velocity area) which leaves a breakthrough and an extinction
site at opposite sides.

Let us remark that very noisy data should be properly
pre-processed to reduce noise to an acceptable level and al-
low reliable and robust feature extraction. Data smoothing
actually corresponds to the way the expert approaches the
visual reasoning task: getting rid of minor or spurious de-
tails to catch the main patterns.

Step 3 is aimed at discovering and abstracting a possi-
ble reentry circuit by singling out its key components.

Figure 9 shows, for the data set corresponding to Fig. 8,
a detail of the area where isochrones are spatially denser: the
boundary ∂L of a critical very-slow region is shown, as well
as the Voronoi based medial axis M, and the gross skele-
ton L∗. Figure 10 shows the abstracted conduction block
complex: a cul-de-sac region where isochrones get more
crowded, bounded by a line of block which leaves a break-
through and an extinction sites, spatially close to each other,
at opposite sides. The line of block, so extracted as gross
skeleton of the very-slow area, corresponds to merging the
locally crowded isochrones.

Figure 11 shows the global outcome of the abstrac-
tion processes. It consists of: the sequence of activation
isochrones, the breakthrough and exit sites, the discovered
block of conduction, and the reentrant propagation patterns,
starting at the ends of the block arc.
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Figure 11: Outcome of the abstraction processes: activation
isochrones (thin solid lines), breakthrough/exit sites (B/E la-
bels), and the block of conduction (thick solid line). A cou-
ple of wavefront propagation lines, starting at the ends of the
block arc, are shown (dashed thick lines).

Discussion
The approach herein proposed to automatically capture spe-
cific aspects of cardiac electrical activity is of broad method-
ological interest to electrocardiography, and more in general,
to medical imaging. It results from the integration of stan-
dard computational geometry concepts with a spatial aggre-
gation methodology. This latter, that aims at interpreting
a numeric input field, allows us to capture structural infor-
mation about the underlying physical phenomenon, and to
identify its global patterns and the causal relations between
them. Thanks to its hierarchical strategy in extracting ob-
jects at different scales, it facilitates the definition of infer-
ence rules that favor automated reasoning on spatiotemporal
phenomena to perform a specific task.

In this work we focussed on algorithms for automated
detection of diagnostic features from activation time fields.
For the diagnosis of rhythm disturbances, activation maps
are most appropriate as they provide information about
the spatiotemporal course of the excitation wavefront. We
showed how spatiotemporal features that characterize an im-
portant class of arrhythmias can be extracted from the given
activation field.



As for the realization of a complete diagnostic tool for
cardiac electric activity, further insight into the electric func-
tion could be drawn from the analysis of temporal sequences
of potential data ti → u(x, ti) x ∈ Ωh , i = 1, ..n ,
through the search for local current inflows/outflows iden-
tified by typical patterns of potential maxima and minima
within isopotential maps. From potential data, especially in-
tramural measurements, we could derive information about
the electrical activity prior to its surface breakthrough that
is complementary with respect to that obtainable from sur-
face activation data. That would allow us to locate intramu-
ral components of reentry pathways associated with arrhyth-
mogenic activity. However, the challenge of combining spa-
tial and temporal aspects in a full 4D analysis goes with the
still incomplete rationale of interpretation of such maps, and
makes advances in this direction more remote.

At any rate, even if we limit our attention to epicardial
activation data, additional work needs to be done:

(i) To validate the robustness of the proposed methodology
on measured data, and then clearly delimit its weaknesses
and strengths when applied in a clinical context. To this
regard, sensitivity to noise should be more deeply investi-
gated.

(ii) To deal with more complex phenomena, such as those
involving the Purkinje network or multiple stimuli, and
properly characterize and capture all of their propagation
aspects. An example of such a complex situation is illus-
trated in Fig. 12: multiple wavefronts originate at distinct
sites, after a few milliseconds they collide and merge into
two fronts that advance in opposite directions. Wavefront
collisions, which mark abrupt changes in the front topol-
ogy and discontinuities in the velocity field, deserve both
diagnostic attention and computational care.

(iii) To define a strategy for the comparison of the features of a
given map against those of a nominal one, with the aim to
detect and explain possible deviations from the expected
patterns.
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Figure 12: Activation isochrones (thin solid lines), and
breakthrough/exit sites (B/E labels) in a case of simulated
Purkinjie involvement. Multiple wavefronts break through
at distinct sites, and then collide.

From a broader application perspective, the methodol-
ogy we propose could contribute to a diagnostic tool specif-
ically designed for arrhythmias, and could be used in a ther-

apeutical context to evaluate the efficacy of a drug therapy
aimed at normalizing the rhythm, through the detection of
its effects on the spatial activation patterns.
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