Lecture Notes in Artificial Intelligence 7926

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel

University of Alberta, Edmonton, Canada
Yuzuru Tanaka

Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbriicken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbriicken, Germany



H. Chad Lane Kalina Yacef Jack Mostow
Philip Pavlik (Eds.)

Artificial Intelligence
in Education

16th International Conference, AIED 2013
Memphis, TN, USA, July 9-13, 2013
Proceedings

@ Springer



Volume Editors

H. Chad Lane

University of Southern California, Institute for Creative Technologies
Playa Vista, CA 90094, USA

E-mail: lane @ict.usc.edu

Kalina Yacef

University of Sydney, School of Information Technologies
Sydney, NSW 2006, Australia

E-mail: kalina@it.usyd.edu.au

Jack Mostow

Carnegie Mellon University, School of Computer Science
Pittsburgh, PA 15213, USA

E-mail: mostow @cs.cmu.edu

Philip Pavlik

University of Memphis, Department of Psychology
Memphis, TN 38152, USA

E-mail: ppavlik@memphis.edu

ISSN 0302-9743 e-ISSN 1611-3349

ISBN 978-3-642-39111-8 e-ISBN 978-3-642-39112-5
DOI 10.1007/978-3-642-39112-5

Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2013941034
CR Subject Classification (1998): 1.2, K.3, H.4, H.5

LNCS Sublibrary: SL 7 — Artificial Intelligence

© Springer-Verlag Berlin Heidelberg 2013

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in its current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The 16th International Conference on Artificial Intelligence in Education (AIED
2013) was held July 9-13, 2013, in Memphis, USA. As the biennial conference of
the International Artificial Intelligence in Education Society (http://iaied.org),
it has a longstanding reputation for high-quality research in intelligent systems
and cognitive science for educational computing applications. The conference
provides opportunities for the cross-fertilization of approaches, techniques, and
ideas from the many fields that comprise the multidisciplinary field of AIED,
including computer science, cognitive and learning sciences, education, game
design, psychology, sociology, linguistics, as well as many domain-specific areas
for which ATED systems have been designed and evaluated.

Since the first AIED meeting 30 years ago, both the breadth of the research
and the reach of the technologies have expanded in dramatic ways. The theme of
ATED2013 sought to capture this evolution—From education to lifelong learning:
constructing ubiquitous and enduring environments for learning. In line with
this theme of expansion, AIED2013 welcomed a new category for Industry and
Innovation papers that sought to capture the challenges, solutions, and results
from the transition of AIED technologies in the commercial sector.

We received a total of 168 submissions from 37 countries all over the globe, re-
flecting the wide international presence of AIED: 18 European countries, 9 Asian
countries, 5 American countries, 3 African countries, and 2 Oceania countries. Of
these, 55 were accepted as full papers (32.7%) and 73 as posters. The full papers
were allotted 10 pages in the proceedings and the posters, which report high-
quality yet perhaps less mature research, were allotted 4 pages. These papers
cover a wide range of established as well as emerging topics in AIED, with many
papers covering several of these. The conference program was arranged in ses-
sions on student modeling and personalization, open-learner modeling, affective
computing and engagement, educational data mining, learning together (collab-
orative learning and social computing), natural language processing, pedagogical
agents, metacognition and self-regulated learning, feedback and scaffolding, de-
signed learning activities, educational games and narrative, and outreach and
scaling up.

The new Industry and Innovation track received six submissions, of which one
full paper and one poster appear in these proceedings, preceded by a summary
of the contributions by the Industry and Innovation Track Chairs. Following its
long tradition of collegial community, and in particular for nurturing younger
researchers, the conference included a Young Research Track. This important
track provides a forum for PhD students to get feedback and mentoring from
more established ATED researchers, and to exchange peer feedback with other
young scholars. Out of the 22 YRT submissions received, 15 were accepted and
included in the proceedings. The proceedings also include eight abstracts of
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Interactive Events, which enable AIED attendees to experiment with new and
emerging ATED technologies. Finally, nine workshops were organized on the days
before and after the conference to bring together people working on emerging
and/or very specialized topics. A brief description of each workshop is included.

We were delighted to invite three keynote speakers to start each day of
the conference: Jack Mostow, Research Professor at Carnegie Mellon Univer-
sity in Pittsburgh, USA, offering an overview of his lessons learned during his
204 years of work on Project LISTEN; Maria Roussou, Interaction Designer at
make-believe design in Marousi, Greece, presenting her research in the commer-
cial sector on virtual learning environments and informal learning; Doug Clark,
Associate Professor at Vanderbilt University in Nashville, USA, discussing edu-
cational games for science learning. Abstracts of their presentations are included
in these proceedings.

Peer review remains one of the most established and rigorous forms of decision-
making that human history has ever seen. We strived to ensure a high quality of
the review process. AIED2013 was fortunate to have dedicated Program Com-
mittees of international experts for each of its tracks. The main conference uti-
lized a Senior Program Committee (SPC), a Program Committee (PC), and
additional reviewers, who were called upon when necessary and supervised by
members of the SPC and PC. The matching of reviewers’ expertise and interests
with papers was optimized thanks to an abstract bidding process before allo-
cating papers for review. Conflicts of interest were identified so that no paper
was assigned to a reviewer who is a close collaborator or institution colleague
of any of the papers’ authors. Each paper was blind-reviewed by three or four
reviewers, half SPC members and the other half PC members. Reviewers were
strongly encouraged to provide detailed, insightful feedback to authors on how to
improve their papers. For each paper, a member of the SPC headed a week-long
discussion phase with the other reviewers assigned to that paper to help reach a
decision advice, and summarized it in a meta-review. The Program Chairs made
the final decisions for acceptance on the basis of the reviews, discussions, and
meta-reviews. When needed, the Program Chairs carefully read the papers and
sought additional reviews to resolve inconsistencies.

Conferences and proceedings are never successful because of the work of just
a few. We thank the many people who contributed and volunteered their time to
make AIED2013 a success. We especially thank the SPC and PC for their dili-
gence in reviewing and providing high-quality, useful, detailed, and constructive
feedback. Most of them were allocated five to six papers each for the main track,
as well as one to two for YRT. Overall, the committees did an outstanding job
and made a significant contribution to the quality of this conference program.
We thank the Local Arrangements Chairs and team for their tremendous work
on all organizational aspects of AIED, and also for their (southern) hospital-
ity. We also thank the other members of the Organizing Committee for their
invaluable help, dedication, and professionalism in putting this conference pro-
gram together: the Poster Chairs, YRT Chairs, Industry and Innovation Track
Chairs, Workshop Chairs, Interactive Events Chairs, and Panel Chairs. We are
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also grateful to the researchers who volunteered to organize a workshop in con-
junction with the conference. We express our gratitude to the past organizers of
ATED and ITS conferences for their kind help and tips. We would like to extend
our appreciation to the creators of EasyChair for the free management of the
review process and the preparation of the proceedings. Last but not least, we
thank the authors who submitted their work to AIED and whose papers appear
in these proceedings.

This volume contains all the accepted full papers as well as the rest of the
ATED 2013 program, including the invited talks, posters, industry and innova-
tion papers, description summaries of the workshops (held on July 9 and 13),
interactive event summaries, and YRT papers. We hope you enjoy these pro-
ceedings! It has been our pleasure to assemble them and have a small part in
making AIED 2013 important and memorable.

May 2013 H. Chad Lane
Kalina Yacef

Jack Mostow

Phil Pavlik
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Recent years have seen a growing recognition of the central role of affect and motiva-
tion in learning. In particular, nonverbal behaviors such as posture and gesture
provide key channels signaling affective and motivational states. Insights into
how systems may leverage these nonverbal behaviors for intelligent interaction are
offered by a growing body of literature [1-5]. Within the intelligent tutoring systems
literature, nonverbal behaviors have been linked to cognitive-affective states that
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Abstract. Recent years have seen a growing recognition of the central role of
affect and motivation in learning. In particular, nonverbal behaviors such as
posture and gesture provide key channels signaling affective and motivational
states. Developing a clear understanding of these mechanisms will inform the
development of personalized learning environments that promote successful af-
fective and motivational outcomes. This paper investigates posture and gesture
in computer-mediated tutorial dialogue using automated techniques to track
posture and hand-to-face gestures. Annotated dialogue transcripts were ana-
lyzed to identify the relationships between student posture, student gesture, and
tutor and student dialogue. The results indicate that posture and hand-to-face
gestures are significantly associated with particular tutorial dialogue moves.
Additionally, two-hands-to-face gestures occurred significantly more frequently
among students with low self-efficacy. The results shed light on the cognitive-
affective mechanisms that underlie these nonverbal behaviors. Collectively, the
findings provide insight into the interdependencies among tutorial dialogue,
posture, and gesture, revealing a new avenue for automated tracking of
embodied affect during learning.

Keywords: Affect, gesture, posture, tutorial dialogue.

Introduction

impact learning [6-8].

A rich body of work has explored the moment-by-moment effects of these learning-
centered affective states. Numerous techniques and tools have been applied to recognize
affect, including human judgments [6, 9], computer vision techniques [4, 9, 10], sensors
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[11], and speech [8]. There has even been work toward identifying affect in the absence
of rich data streams, instead using interaction log data [12]. The abundant utility of these
techniques has been illustrated by their use in a number of affectively adaptive tutoring
systems [7, 8].

Although there has been substantial progress toward integrating affective data
streams into intelligent learning environments, the field does not yet have a clear un-
derstanding of affective expression across multiple modalities. Some modalities, such
as facial expression, are relatively well-explored [1, 3], while others are subjects of
significant active research. For instance, posture has been used as an affective feature
in multiple systems, but interpretation of postural movements is very complex [2, 9].
Early work focused on postural movement as a signal; for example, pressure-sensitive
chairs have long been used for fine-grained measurement of posture [7, 13]. Early
studies of posture have indicated that the signal is involved in numerous cognitive-
affective states, such as boredom, focus, and frustration [7, 13]. Over the years, a
replicated result in analyses of postural movement has arisen: increases in postural
movement are linked with negative affect or disengagement [6, 7, 9, 14, 15]. There
have also been recent developments in techniques for tracking postural movement.
Posture can now be tracked in both two-dimensional [9, 14] and three-dimensional
video [15] using computer vision. These computer vision-based approaches have the
advantage of directly identifying postural components such as body lean angle and
slouch factor [14] that were indirectly measured in the signals from pressure-sensitive
chairs.

In contrast to posture, affective gestural displays have recently begun to be investi-
gated. There is abundant cultural and anecdotal evidence for the importance of ges-
tures [16], yet empirical research results on the cognitive-affective states underlying
gesture are sparse. A system trained on acted expressions of cognitive-affective states
relied on combinations of facial expression and gesture features [4], with meaning
ascribed by human judges. Gestures have also been tangentially reported on in the
intelligent tutoring systems community [6, 7, 17], but other phenomena were the pri-
mary focus of those studies. A recent study investigated different categories of hand-
over-face gestures, with the researchers providing possible interpretations ranging
over cognitive-affective states such as thinking, frustration, or boredom [5]. More
recently, a hand-to-face gesture tracking algorithm was developed using the Kinect
depth camera [15]. This algorithm distinguishes between one or two hands contacting
the lower face. Initial analyses of these hand-to-face gestures indicated that one-hand-
to-face gestures may be associated with less negative affect, while two-hands-to-face
gestures may be indicative of reduced focus [15].

This paper presents an analysis of posture and gesture within computer-mediated
textual tutorial dialogue. Utilizing automated algorithms that measure postural quanti-
ty of motion, one-hand-to-face gestures, and two-hands-to-face gestures, we examine
the interdependencies between dialogue acts and student posture and gesture in order
to identify ways in which the nonverbal behaviors may influence or be influenced by
dialogue. Additionally, we report groupwise differences in nonverbal behavior
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displays, finding that students with lower self-efficacy tend to produce more two-
hands-to-face gestures. We discuss the implications of these findings as a step toward
understanding the embodied affect that intertwines with tutorial dialogue.

2 Corpus Annotation and Nonverbal Behavior Tracking

The corpus consists of computer-mediated tutorial dialogue for introductory computer
science. Students (N=42) and tutors interacted through a web-based interface that
provided learning tasks, an interface for computer programming, and textual dialogue.
The participants were university students in the United States, with average age of
18.5 years (stdev=1.5). The students voluntarily participated for course credit in an
introductory engineering course, with no computer science knowledge required.
Substantial self-reported prior programming experience was an exclusion criterion.
Each student was paired with a tutor for a total of six sessions on different days,
limited to forty minutes each session. Recordings of the sessions included database
logs, webcam video, skin conductance, and Kinect depth video. The Kinect recording
rate was set to approximately 8 frames per second to reduce storage requirements.
The student workstation configuration and tutoring interface are shown in Figure 1.

JavaTutor

anover

Fig. 1. JavaTutor student workstation and tutoring interface

Prior to the first session, students completed a main pretest and pre-survey, which
included an instrument for domain-specific self-efficacy (six Likert-scale items
adapted from [18]). Before each session, students completed a content-based pretest.
After each session, students answered a post-session survey and posttest (identical to
the pretest). This paper presents analyses of data from the first session.

Dialogue acts were annotated using a parallel coding scheme that was applied to
both tutor and student utterances. The coding scheme used here is an update to a prior
task-oriented dialogue annotation scheme [19]. Three annotators tagged a subset of
the corpus (N=36). Fourteen percent of these annotated sessions were doubly anno-
tated, with a resulting average agreement across dialogue acts of Cohen’s k=0.73. The
dialogue act tags and frequencies in the corpus are shown in Table 1.
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Table 1. Dialogue act tags ordered by frequency in the corpus (S=student, 7=tutor)

Act Example Tutor Utterances S T
STATEMENT “java does things in the order you say.” 282 1255
QUESTION “Any questions so far?” 213 630
POSITIVE FEEDBACK “great debugging!” 2 539
DIRECTIVE “change that in all three places” - 252
HINT “it is missing a semicolon.” - 223
ANSWER “yes, now line 1 is a comment.” 547 162
ACKNOWLEDGMENT “alright” “okay” “Yes” 323 68
LUKEWARM FEEDBACK “Right, nearly there” - 32
NEGATIVE FEEDBACK “no” "nope” - 19
CORRECTION Repairing a prior utterance: “*can use” 11 15
REQUEST CONFIRMATION “Make sense?” “okay?” 6 14
OTHER “LOL” 11 6
REQUEST FOR FEEDBACK “How does that look?” 11 1

Recently developed posture and gesture tracking techniques were applied to the rec-
orded Kinect depth images. The posture tracking algorithm compares depth pixels in
three regions at the center of the depth image (head, mid torso, and lower torso) and se-
lects depth pixel distances representative of each region. The gesture detection algorithm
performs a surface propagation across the head and connected surfaces to identify hand-
to-face gestures. The posture tracking algorithm was previously evaluated to be 92.4%
accurate, while gesture tracking was found to be 92.6% accurate [15]. The tracking algo-
rithms were run on all sessions, but four sessions had no Kinect recordings due to human
error (N=38). The combined corpus of dialogue acts and nonverbal tracking data contains
32 sessions. Sample output of posture and gesture tracking is shown in Figure 2.

Fig. 2. Tracked gestures (one-hand-to-face, two-hands-to-face) and posture

The posture tracking values were converted into a “postural shift” feature, a dis-
crete representation of quantity of motion [14]. Postural shifts were identified through
tracked head distances as follows. The median head distance of students at each
workstation was selected as the “center” postural position. Distances at one standard
deviation (or more) closer or farther than “center” were labeled as “near” or “far,”
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respectively. Postural shifts were labeled when a student moved from one positional
category to another (e.g., from “near” to “center”’). Both postural shift and gesture
events were smoothed by removing those with duration of less than one second. This
smoothing mitigated the problem of jitter at decision boundaries (e.g., slight move-
ments at the boundary between “center” and “far” postural positions that cause rapid
swapping of both labels). The nonverbal behaviors will hereafter be referenced with
the labels ONEHAND, TWOHANDS, and PSHIFT.

3 Tutorial Dialogue and Nonverbal Behavior

Tutorial dialogue and nonverbal behavior have both been extensively examined
separately from each other, but there are few investigations of their interactions [20].
We focused on a series of analyses to identify co-dependencies between tutorial di-
alogue and nonverbal behavior. First, we ran a series of comparisons between overall
dialogue act frequencies and dialogue act frequencies conditioned on presence of
nonverbal displays. Then, a series of groupwise comparisons identified whether dif-
ferences existed between students based on gender, prior knowledge, and domain-
specific self-efficacy. Statistically significant results are shown in bold.

The first analyses consider the frequency of dialogue acts given that a nonverbal
behavior occurred either before or after a dialogue act. An empirically determined
fifteen-second interval was used to tabulate occurrence of nonverbal behavior events
both before and after dialogue acts. The frequencies were normalized for individuals
and averaged across the corpus. Thus, the values shown in the analyses below are
average relative frequencies. Dialogue acts with overall average relative frequency
below 1% were excluded from the analyses.

The analyses of student dialogue acts consider two situations for each nonverbal
behavior. The first examines student dialogue acts given that a nonverbal behavior
occurred prior to a dialogue act. This may show how student dialogue moves are af-
fected by the nonverbal behaviors. The second situation considers student dialogue
acts given that a nonverbal behavior followed. This represents differences in how a
student proceeded following their own dialogue act. In both situations, the nonverbal
context may provide insight into the dialogue.

The analyses of student dialogue acts conditioned on prior ONEHAND events re-
vealed a statistically significantly lower frequency of student QUESTIONS following
ONEHAND gestures. There was also a trend of more student answers following
ONEHAND gestures (Table 2).

Table 2. Analyses of student dialogue acts preceded by ONEHAND gesture

Student Relative Freq. of | Rel. Freq. of Stud. Act | p-value

Dialogue Act Stud. Act (stdev) | with ONEHAND Prior | (paired z-test, two-
(stdev) tailed, N=30)

ANSWER 0.42 (0.16) 0.50 (0.27) 0.114

ACKNOWLEDGMENT 0.22 (0.08) 0.22 (0.23) 0.878

QUESTION 0.14 (0.09) 0.08 (0.16) 0.048

STATEMENT 0.18 (0.09) 0.18 (0.22) 0.896
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The analyses of student dialogue acts followed by PSHIFT events showed a statisti-
cally significant lower frequency of student questions followed by PSHIFT (Table 3).

Table 3. Analyses of student dialogue acts followed by PSHIFT postural event

Student Relative Freq. of | Rel. Freq. of Stud. Act | p-value

Dialogue Act Stud. Act (stdev) | Followed by PSHIFT | (paired z-test, two-
(stdev) tailed, N=24)

ANSWER 0.40 (0.13) 0.43 (0.33) 0.649

ACKNOWLEDGMENT 0.23 (0.09) 0.29 (0.29) 0.296

QUESTION 0.15 (0.09) 0.08 (0.12) 0.019

STATEMENT 0.20 (0.11) 0.16 (0.20) 0.246

The analyses of tutor dialogue acts are conditioned on student nonverbal behaviors
present after a tutor move, which may show how students reacted to tutor moves. The
analyses of tutor dialogue acts followed by posture identified statistically significant
lower frequencies of tutor DIRECTIVEs and tutor POSITIVE FEEDBACK followed by PSHIFT
(Table 4). The analyses of tutor dialogue acts followed by TWOHANDS revealed statisti-
cally significant lower frequencies of tutor ANSWERs and tutor DIRECTIVEs followed by
TWwOHANDS (Table 5). Additionally, there was a trend of greater frequency of questions
followed by TWOHANDS.

Table 4. Analyses of tutor dialogue acts followed by PSHIFT postural event

Tutor Relative Freq. of | Rel. Freq. of Tutor | p-value
Dialogue Act Tutor Act (stdev) | Act Followed by | (paired ¢-test, two-
PSHIFT (stdev) tailed, N=24)
ANSWER 0.04 (0.03) 0.04 (0.07) 0.722
ACKNOWLEDGMENT 0.03 (0.03) 0.06 (0.13) 0.162
DIRECTIVE 0.08 (0.04) 0.05 (0.06) 0.012
HINT 0.07 (0.05) 0.11 (0.20) 0.350
POSITIVE FDBK 0.18 (0.05) 0.13 (0.10) 0.033
QUESTION 0.21 (0.07) 0.26 (0.24) 0.359
STATEMENT 0.36 (0.10) 0.32 (0.23) 0.419
Table 5. Analyses of tutor dialogue acts followed by TWOHANDS gesture
Tutor Relative Freq. of | Rel. Freq. of Tutor | p-value
Dialogue Act Tutor Act (stdev) | Act Followed by | (paired z-test, two-
TwOHANDS (stdev) tailed, N=23)

ANSWER 0.05 (0.03) 0.01 (0.03) <0.001
ACKNOWLEDGMENT 0.03 (0.03) 0.01 (0.04) 0.258
DIRECTIVE 0.08 (0.03) 0.03 (0.05) <0.001
HINT 0.06 (0.05) 0.04 (0.11) 0.382
POSITIVE FDBK 0.18 (0.05) 0.21 (0.18) 0.524
QUESTION 0.19 (0.07) 0.26 (0.25) 0.135
STATEMENT 0.39 (0.09) 0.39 (0.30) 0.977
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The primary focus of the above analyses was to investigate the relationships be-
tween tutorial dialogue and student nonverbal behaviors. However, the broader nature
of nonverbal behavior in tutoring can be explored through analyses conditioned upon
student characteristics. For this purpose, three groupwise analyses were conducted to
examine gender and domain-specific self-efficacy. First, students were grouped into
categories of male (N=28) and female (N=10). Comparisons of PSHIFT, ONEHAND,
and TWOHANDS yielded no significant differences (#-tests with unequal variance, two-
tailed). Second, students were grouped through a median split on pretest score, with
high prior knowledge (N=19) and low prior knowledge (N=19). Comparisons of
PSHIFT, ONEHAND, and TWOHANDS yielded no significant differences (z-tests with
unequal variance, two-tailed). Finally, a median split on domain-specific self-efficacy
was performed to create groups of high self-efficacy (N=19) and low self-efficacy
(N=19). No differences were found in ONEHAND or PSHIFT across the groups (z-tests
with unequal variance, two-tailed). However, students who reported low self-efficacy
were found to display more TWOHANDS gestures (#-test with unequal variance,
two-tailed). Students in the low self-efficacy group had an average of 0.53
TWOHANDS displays per minute (N=19, stdev=0.52), while the high self-efficacy
group had an average of 0.20 TWOHANDS displays per minute (N=19, stdev=0.34).
This result was statistically significant with p=0.029.

4 Discussion

The hand-to-face gestures examined here are in a class different from those involved
in social conversation and face-to-face tutoring. In face-to-face interaction, social
communication guides the nonverbal interaction [16]. Objects in the surrounding
environment and spoken concepts form a common substrate that is referenced in con-
versational gestures. In the case of computer-mediated tutoring, social displays are
greatly reduced [15]. Thus, hand-to-face gestures may be more representative of the
cognitive-affective states that accompany them compared to communicative or social
gestures.

One-hand-to-face gestures are often thought of as embodiments of a thoughtful
state.' Here, student questions were found to be less frequent following a one-hand-
to-face gesture. It may be that students who presented one-hand-to-face gestures had
fewer questions to ask. Only fifteen percent of one-hand-to-face gestures occurred
before student utterances. Additionally, one-hand-to-face gestures most frequently
occurred before student answers. Students are likely to think before providing an an-
swer and in work on task outside of the dialogue. The occurrence of one-hand-to-face
gestures coincides with both of these thought-provoking events. Thus, our corpus
supports interpretation of one-hand-to-face gestures as a nonverbal behavior with an
underlying thoughtful state.

The groupwise self-efficacy analysis presented here showed that students with
lower self-efficacy tend to produce more two-hands-to-face gestures. Coupled with a

! One such gesture has even been cast in bronze as a timeless exemplar, “The Thinker.”
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prior result [15] that found two-hands-to-face gestures to be negatively correlated
with focus, a picture emerges of this gesture as an embodiment of reduced focus and
lower confidence. Here, tutor answers and tutor directives were less likely to be fol-
lowed by two-hands-to-face displays. This appears to indicate that students were more
focused after these tutor moves. Both tutor answers and directives provide responsive
instruction to the student. In the case of answers, the student would have asked a
question, and thus would be attentively waiting for the tutor’s answer. With direc-
tives, the tutor is supplying the student with direct task solution steps that the student
must then act upon. The interface did not allow tutors to edit students’ computer pro-
gramming code, so tutor directives imply subsequent student work.

Postural shifts have been linked with disengagement or negative affect. Studies in
different contexts agree: whether it is a child playing a game with a robot [14] or a
student interacting with a tutoring system [6, 7, 9], postural shifting has repeatedly
been shown to co-occur with disengaged or negative cognitive-affective states. Thus,
the postural shifts examined in these analyses most likely indicate a disengaged affec-
tive state. In this case, we find that less disengagement followed student questions,
tutor answers, and tutor positive feedback. Each of these dialogue acts is directly re-
lated to collaborative tutorial interaction in which the student is more likely to be
engaged. In the case of student questions and tutor answers, the student has posed the
question and subsequently received a response. The student clearly plays an active
role in this pattern, so it is not surprising that their body reflects this. With tutor posi-
tive feedback, the tutor has praised the student for completing a sub-task. The student
was actively engaged in the computer programming task, so this result shows that
both the student’s body and tutor praise reflect the student’s engagement.

4.1 Limitations

As noted in [5], there are many variants of hand-to-face and hand-over-face gestures.
The hand-to-face gestures tracked here consider contact between hands and the lower
face, without more detail as to how the hand is touching the face (e.g., the difference
between holding one’s chin and leaning on the palm of a hand). Additionally, tempor-
al characteristics of these gestures may be important. An individual may stroke his or
her chin, as opposed to resting on a hand. Thus, the present analyses aggregate an
array of more specific gestures into categories of one-hand-to-face or two-hands-to-
face. Further development efforts are needed to provide tracking algorithms that
distinguish between the spatiotemporal subtleties of hand and face [2].

5 Conclusion

Posture and gesture are fundamental components of embodied affect, with ties to
cognitive-affective states that may help or hinder learning. Posture and gesture in
computer-mediated tutorial dialogue were investigated using automated techniques to
track posture and hand-to-face gestures. Annotated dialogue transcripts were analyzed
to identify the relationships between student posture, student gesture, and tutor and
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student dialogue. The results indicate that posture and hand-to-face gestures are sig-
nificantly associated with student questions, tutor answers, tutor directives and tutor
positive feedback. Additionally, two-hands-to-face gestures occurred significantly
more frequently among students with low self-efficacy. The results shed light on the
cognitive-affective mechanisms that underlie these nonverbal behaviors. Collectively,
the findings provide novel insight into the interdependencies among tutorial dialogue,
posture, and gesture, revealing a new avenue for automated tracking of embodied
affect during learning.

An important emerging trend in intelligent tutoring systems research is that models
of nonverbal behaviors are gradually being integrated into runtime diagnostic models.
Gesture is a particularly promising modality for informing runtime behavior of tutor-
ing. Gesture and posture constitute key components of a holistic model of nonverbal
behavior and embodied affect during learning. Together, they provide a basis for the
next generation of affect-informed personalized learning technologies.
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Abstract. We conducted a study to track the emotions, their behavioral corre-
lates, and relationship with performance when novice programmers learned the
basics of computer programming in the Python language. Twenty-nine partici-
pants without prior programming experience completed the study, which con-
sisted of a 25 minute scaffolding phase (with explanations and hints) and a 15
minute fadeout phase (no explanations or hints) with a computerized learning
environment. Emotional states were tracked via retrospective self-reports in
which learners viewed videos of their faces and computer screens recorded dur-
ing the learning session and made judgments about their emotions at approx-
imately 100 points. The results indicated that flow/engaged (23%), confusion
(22%), frustration (14%), and boredom (12%) were the major emotions students
experienced, while curiosity, happiness, anxiety, surprise, anger, disgust, fear,
and sadness were comparatively rare. The emotions varied as a function of
instructional scaffolds and were systematically linked to different student
behaviors (idling, constructing code, running code). Boredom, flow/engaged,
and confusion were also correlated with performance outcomes. Implications of
our findings for affect-sensitive learning interventions are discussed.

1 Introduction

Computer science (CS) remains a difficult degree to complete and has some of the
highest attrition rates in undergraduate universities in the U.S. [1]. There has been
some research aimed at identifying the factors that contribute to the eventual success
or failure of students in computer programming classes. Some of this research has
focused on individual differences like mathematical ability, programming aptitude,
and psychological traits of non-cognitive factors like temperament and motivation
[2-5]. Many of these factors have proven to be somewhat influential in predicting a
student’s decision to enroll in a computer programming course, as well as their even-
tual success in such courses, but these trait-based measures are very coarse grained
and assume fixed dispositions instead of malleable factors.

Taking a somewhat different approach, the present paper focuses on the emotions
that students experience during their first encounter with computer programming. It is
expected that flow/engagement is the ideal affective state in which students tend to be
most capable of acquiring meaningful information through the learning process [6, 7].

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 11-20] 2013.
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However, other emotions interact with flow/engagement and augment or detract from
learning. For example confusion and frustration are expected to arise quickly when
the results of a program do not match expectations (confusion) or the student has no
idea how to proceed and gets stuck at a logical impasse (frustration). Persistent failure
is associated with frustration [8] and lower self-efficacy, which can lead to boredom
and disengagement [9], and ultimately attrition [10]. Therefore, our working hypothe-
sis is that emotional factors play an instrumental role in the process of learning to
program and can influence both immediate (failing an exam) and long-term outcomes
(dropping out of a CS course).

There has been some research that has investigated the emotions that students
experience while learning programming, as well as the effect of those emotions on
eventual success in a CS class [11-13]. For example, [12] used two human observers
to code student affect (boredom, confusion, delight, surprise, frustration, flow, or the
neutral state) during 50-minute lab sessions. They found that confusion, boredom, and
on-task conversation (i.e. asking for help) were negative significant predictors of
performance on a midterm exam.

More recently, [14] collected several data sources while students conversed with a
human tutor about the exercises they were completing via a computer-mediated inter-
face. They found that frustration reported by students correlated (r = .53) with
confusion reported by the tutor. Additionally, tutor reports of student confusion and
frustration were correlated (r = .59), and confusion was negatively correlated with
posttest scores (r = -.38).

These studies have provided some important insights into the emotions that arise
when students learn to program and the influence of these emotions on performance.
The long-term goal of this research is to develop advanced learning environments that
detect and respond to student emotions. However, much more basic research on the
emotions themselves is needed before such an affect-sensitive learning environment
can be successfully engineered. As an initial step in this direction, the present study
systematically tracks student emotions during computer programming. It builds upon
and extends previous research in this area in the following ways. First, we delve more
deeply into the emotions experienced by novice programmers by tracking emotion at
a fine-grained level (every 20 seconds) during a 40 minute programming session.
Second, we focus on tracking emotions during students’ first programming
experience. This was accomplished by carefully screening participants to remove
those with prior programming experience and those who are majoring in computer
science. Third, our focus is one-on-one human-computer programming experiences
without interference, distractions, or social pressures that may become factors when
teachers or peers are involved in the learning process. Our emphasis was on the
following three questions regarding the emotions of novice programming students: (1)
which emotions are most prevalent overall and at various phases in the session, (2)
how are student behaviors linked to their emotions, and (3) what is the relationship
between emotion and performance?
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2 Methods

2.1  Participants

Participants were undergraduate students selected from the Psychology Subject Pool
at a private Midwest university in the U.S. 35 participants completed the study, but 6
were removed from consideration due to self-reported prior experience with computer
programming, thereby resulting in a sample of 29 novices. We chose to eliminate
students with prior experience so that the sample would be representative of novices,
who may or may not eventually become programmers.

2.2  Learning Environment

The computerized learning environment consisted of four main components: an in-
structional area with texts and diagrams, a coding area with syntax highlighting, a
hint display area, and an output console area. Participants were able to test their code
via “Run” and “Stop” buttons. They used the “Submit” button to move to the next
exercise, which executed their code non-interactively, using predefined inputs to de-
termine code correctness. Participants were then given non-elaborated feedback about
whether or not their submission was correct, and if correct they would automatically
proceed to the next exercise. Hints were available via a “Show Hint” button. The
possible score for each exercise was set to be the number of hints for that exercise
plus one. Using a hint resulted in a deduction of one point from the exercise and the
cumulative score was always displayed to the participants. Hints were made available
on a variable time delay ranging from 45 to 90 seconds relative to the start of the ex-
ercise or the previous hint request. This delay was used so that participants would be
encouraged to think about exercises instead of simply using hints to solve them quick-
ly. Additionally, hints were only available for selected exercises as discussed below.

2.3  Procedure

Participants were individually tested in a two-hour session. The study consisted of
three main phases as discussed below. A webcam built into the bezel of the monitor
recorded the face of participants, while screen capture software recorded videos of the
learning environment. The learning environment kept logs of the participants’ interac-
tions, including actions like key presses, button presses, and code snapshots.

Phase 1: Scaffolding Phase (25 minutes). The goal of the scaffolding phase was
to provide foundational knowledge that could be applied in the fadeout phase. The
scaffolding phase consisted of a set of 18 programming exercises. Each exercise had a
problem statement, an explanatory text, and a set of hints. Participants needed to
write working Python code to solve the problem in each exercise. Hints ranged from
further instructional explanation of the key concept(s) in an exercise, code examples
illustrating the concept(s), up to complete solutions for an exercise (bottom-out hint).
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The exercises were predominately math-based geometry problems with numeric
inputs. This topic was chosen because it is often used in introductory programming
courses. Complexity and difficulty of exercises increased throughout the scaffolding
phase. This was accomplished by introducing one new concept or incrementally
adding to previous concepts. Explanations were precise but not exhaustive enough
for participants to solve the exercises without thinking of some possible solutions,
experimenting with code, or resorting to using hints when they became stuck.

One example of an exercise participants would encounter during the experiment is
as follows: “Suppose you want to calculate the mileage you are getting in your car
easily. Create a program to assist in this, first by prompting for Miles driven: and
then Gallons of gas used: Store each of these values in a variable and print out the
resulting miles per gallon.” This exercise represents an incremental step from reading
user input and storing it as a variable (previous exercise) to reading two different
inputs into different variables (current exercise).

Participants could complete as many exercises as possible in the 20 minute time
limit for the scaffolding phase before being automatically directed to the fadeout
phase. On average, participants completed 16 exercises (SD = 3.40).

Phase 2: Fadeout (15 minutes). The fadeout phase consisted of two exercises that
integrated the individual concepts covered in the scaffolding phase. The exercises in
this phase were considerably more difficult compared to the scaffolding phase. No
hints or explanation were available during the fadeout phase to encourage unscaf-
folded problem solving. The first fadeout exercise was a debugging exercise, in which
participants were given code containing a variety of errors and were asked to correct
the code. Five minutes were allocated for this debugging task. The second component
of the fadeout phase consisted of a difficult programming exercise requiring partici-
pants to produce eleven lines of code. It also required the use of an output formatting
technique that the participants were not familiar with, thereby ensuring every partici-
pant would encounter at least one logical impasse during this phase. Ten minutes
were allocated for this exercise, but no student completed the exercise in that time.

Phase 3: Retrospective Affect Judgment. The retrospective affect judgment phase
commenced immediately after the programming session. It involved the participant
providing judgments of their emotions while viewing synchronized videos of their face
and screen recorded during the session. Participants provided judgments on 13 emo-
tions, which were mostly selected from Pekrun’s taxonomy of academic emotions [15].
These included basic emotions (anger, disgust, fear, sadness, surprise, happiness),
learning-centered emotions (anxiety, boredom, frustration, flow/engaged, curiosity,
confusion/uncertainty) and neutral (no apparent feeling).

Emotion ratings were made at 100 points over the course of viewing the videos.
The judgment points were roughly chosen to correspond with interaction events such as
key presses, running of code, or displaying a new exercise. Rating points were
pseudo-randomly selected with a minimum of 20 seconds between points to alleviate
annoyance from making judgments in quick succession. At each rating point participants
were required to select an emotion as the primary emotion they were experiencing at the
time, and were also given the choice of reporting a secondary emotion.
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It is important to mention three points pertaining to the affect judgment methodol-
ogy. This procedure was adopted because it affords monitoring participants’ affective
states at multiple points, with minimal task interference, and without participants
knowing that these states are being monitored while they complete the learning task.
Second, this retrospective affect-judgment method has been previously validated [16],
and analyses comparing these offline affect judgments with online measures including
self-reports and observations by judges have produced similar distributions of emo-
tions [17, 18]. Third, the offline affect annotations obtained via this protocol correlate
with online recordings of facial activity and body movements in expected directions
[19]. Although no method is without its limitations, the present method appears to be
a viable approach to track emotions at a relatively fine-grained temporal resolution.

2.4  Assessing Performance

The participants’ cumulative score (see above) was used as a measure of performance
in the scaffolding phase. The highest possible score was 67, while the lowest possible
score was a (0. Scores for the fadeout phase of the study were calculated differently
because there were no hints. Instead, we considered the number of lines of code in a
participant’s solution that corresponded semantically to lines in a “correct” solution.
The correct solution was very specific in the debugging task since participants were
given code with predetermined errors. Thus, we were able to use a text processing
script to remove formatting differences and determine the number of lines correctly
debugged, which was used as the score (maximum of 9). For the coding portion of the
fadeout phase, two trained human judges compared lines from participants’ code
against a correct solution to determine the score (maximum of 11). The human judges
independently scored every solution and resolved any differences.

3 Results and Discussion

Which Emotions Are Most Prevalent Overall and across Different Phases? A total
of 3,035 affect judgments were collected from the 29 participants. Only 589 of the
judgments included a secondary affect rating, and five of the participants never reported a
secondary emotion at any point. Because of the paucity of secondary emotion reports, we
will not consider them any further in these results.

The analyses proceeded by computing proportion scores for each participant’s pri-
mary emotion reports. The distribution of emotion proportions violated assumptions
of normality, so nonparametric tests are used for all analyses. Table 1 presents mean
proportions of emotion reports overall and across the two phases of the study.

The results indicated that flow/engaged, confusion/uncertainty, frustration and
boredom (henceforth referred to as frequent emotions) plus neutral accounted for
approximately 86% of all affect judgments, while the other eight emotions (curiosity,
happiness, anxiety, surprise, anger, disgust, fear, and sadness) only accounted for 14%
of the emotion reports. Moreover, Wilcoxon signed rank tests (with a Bonferroni
correction of .00125 to account for multiple tests) indicated that the four frequent
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emotions and neutral occured at significantly (p < .05 unless specified otherwise)
higher rates than the eight less frequent emotions. This finding is in line with
previous research suggesting that boredom, engagement/flow, confusion, and
frustration are the emotions that routinely occur during learning with technology [20].
Hence, the subsequent analyses will focus on these four states as well as neutral.

We compared the emotions reported during the two phases of the study
(scaffolding and fadeout). Five Wilcoxon signed rank tests, one for each emotion
(plus neutral), revealed that there were significant differences for frustration and
neutral. There was also a marginally significant difference for boredom. Results
indicated there was more neutral reported in the scaffolding phase (M = .187, SD =
.187) compared to the fadeout phase (M = .097, SD = .178), (Z = -3.01, p = .003). A
different pattern was revealed for frustration in that there was less frustration reported
in the scaffolding phase (M = .109, SD = .085) than the fadeout phase (M = .184, SD
= .152), (Z = -2.56, p = .010). Similarly, there was less boredom reported in the
scaffolding phase (M = .104, SD = .131) compared to the fadeout phase (M = .146, SD
= .210), (Z = -1.71, p = .088). These findings are particularly interesting because of
the differences in the two phases. The scaffolding phase gave students hints and ex-
planations, while the fadeout phase did not provide any assistance. This might have
caused more frustration in the fadeout phase since there was no easy way to resolve
any difficulties encountered, though other factors such as increased problem difficulty
and time within the session may also be influential here.

Table 1. Proportion of emotions made in retrospective affect judgment

Emotion Overall Scaffolding Fadeout
Flow/Engaged 231 233 229
Confusion/Uncertainty 217 207 235
Frustration 139 .109 .184
Boredom 118 104 147
Curiosity .059 .073 .034
Happiness .030 .042 .011
Anxiety .022 .013 .038
Surprise .014 .019 .004
Anger .009 .004 .018
Disgust .006 .008 .003
Fear .000 .001 .000
Sadness .000 .001 .000
Neutral .153 187 .097

How Are Student Behaviors Linked to Their Emotions? To investigate this ques-
tion, we grouped the different student behaviors into three broad categories: idling,
constructing, and running. When participants were entering code into the learning
environment interface, they were constructing. When executing code either via a Run
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or Submit interaction event, they were running code, and they were idling when oth-
erwise not interacting with the interface.

We computed proportional scores for each emotion and neutral with respect to
each of these three behaviors (see Table 2 for mean proportions of emotions for these
behaviors). We then computed five separate Friedman tests for each emotion and
neutral in order to test for differences in emotions based on the three types of student
behavior. Tests for differences in flow/engagement, frustration, and boredom were
significant, p < .01. There was also a trend in differences for confusion, ¥2(2, N = 29)
=442, p = .110. Post-hoc comparisons in the form of Wilcoxon signed rank tests
with a Bonferroni adjustment (oo = .016) were conducted in order to further probe
these differences. The results indicated that flow/engagement was reported at higher
rates when students were constructing, followed by running, and idling (constructing
> running > idling). There was significantly more boredom when students were idling
compared to running (idling > running). Frustration was greater when students were
running compared to when students were constructing or idling, which were statisti-
cally equivalent (running > constructing = idling). Finally, confusion was greater
when students were idling compared to constructing, while both were similar to run-
ning (idling > constructing).

These patterns were quite revealing about the types of emotions that occurred
based on the behavior exhibited. Students experienced more engagement but also
frustration when they were engaging in behaviors that require some activity (e.g.,
running and constructing). Idling might be indicative of two different emotions,
namely boredom or confusion. On one hand, students might stop interacting to idle
because they are disengaged. On the other, idling might indicate confusion that re-
quires some processing before moving forward. A finer-grained analysis of behavior
is needed to resolve these two alternatives.

Table 2. Means and standard deviations (in parentheses) for the proportion of emotions and
neutral for each type of student behavior

Emotion Constructing Idling Running

Boredom 117 (162) 156 (.162) .087 (.135)
Confusion 176 (.127) 236 (.134) 241 (.144)
Flow/Engaged .303 (.245) 220 (.181) 151 (.145)
Frustration .119 (.100) 124 (.110) 193 (.124)
Neutral .189 (214) 150 (.165) 126 (.138)

What Is the Relationship between Emotion and Performance? On average, students
scored 52.1 (SD = 4.24) out of the maximum scaffolding score of 67 (77.6%). Scores
were considerably lower for the more difficult fadeout debugging (M = 4.24, SD = 2.64;
47.1% out of maximum 9), and fadeout coding (M = 5.66, SD = 3.64; 51.5% out of a
maximum of 11) portions of the study. We correlated these scores with the proportion of
emotions reported at corresponding portions of the study and the resultant Spearman
correlation matrix is presented in Table 3. It should be noted that although we tested the
significance of the correlational coefficients, our small sample size of 29 participants
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does not yield sufficient statistical power to detect small (rho = .1) and medium sized
effects (rho = .3). Hence, in addition to discussing significant effects we also consider
non-significant correlations of .2 or higher to be meaningful because these might be
significant with a larger sample.

Table 3. Correlations between emotions and performance

Emotion Scaffolding Fadeout: Fadeout:

Debugging Programming
Boredom 239 *..341 *%-.459
Flow/Engaged -.061 254 **512
Confusion/Uncertainty k407 -.001 -.207
Frustration -.031 .041 -.026
Neutral .188 -.087 -.036

Note. ¥*p < .05; *p < .10.

The results were illuminating in a number of respects. Consistent with our expecta-
tions, boredom was negatively correlated with performance during both parts of the
fadeout phase. However, boredom was positively correlated with performance during
the scaffolding phase, which was contrary to our expectations. This might be attri-
buted to students finding the exercises in the scaffolding phase to be less challenging,
presumably due to the presence of hints and explanations. Flow/engagement was not
correlated with performance during the scaffolding phase, but was a positive predictor
of performance in both the debugging and programming parts of the fadeout phase,
which is what we might expect.

Confusion/uncertainty had a large negative effect on performance during the scaf-
folding phase, suggesting that much of the confusion went unresolved. Confusion was
not correlated with performance in the debugging portion of the fadeout phase, but
had a smaller negative correlation with performance during the programming part of
the fadeout phase. Finally, we were surprised to discover that frustration was not cor-
related with performance during both the scaffolding and fadeout phases, a finding (or
lack thereof) that warrants further analysis.

4 General Discussion

We performed a fine-grained analysis of the emotional states of novice computer
programming students with an eye for applying any insights gleaned towards the de-
velopment of computerized interventions that respond to emotion in addition to cogni-
tion. We found that flow/engaged, confusion, frustration and boredom represented the
majority of emotion self-reports, thereby suggesting that an affect-sensitive interven-
tion should focus on these states. We also found that the emotions varied as a function
of instructional scaffolds and were systematically linked to different student behaviors
(idling, constructing code, running code), a finding which would pave the way for
developing automated interactional- and contextual-based methods to track these
emotions. Finally, our results revealed that the emotions were not merely incidental to
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the learning process; they also correlated with performance in expected and surprising
ways. In general, but noting exceptions discussed above, performance was negatively
correlated with boredom and confusion, positively correlated with flow/engaged and
not correlated with frustration.

There are some limitations with the present study that need to be addressed in the
future. First, self-reports are biased by the honesty of the participants, so future
studies should combine additional method in addition to or in lieu of self-reports.
Possible methods include trained observers, physiological sensors, and peers that may
be able to pick up on more nuanced indicators of affective states. Second, the sample
size was also quite small, which limited the statistical power required to detect small-
er effects. Third, the participants were sampled from a single university, which might
not be reflective of the body of novice computer programmers as a whole. Fourth, the
course-grained nature of some of the logs made it difficult to disambiguate when stu-
dents read explanations from other idling activities. This can be resolved by redesign-
ing the interface or by using an eye tracker to determine what part of the interface
students are focusing on while not interacting.

Future work will focus on collecting additional data to alleviate the limitations dis-
cussed above. We will also use log data (e.g. keystrokes, syntax errors, hint usage)
and video recordings to build models that detect novice programmer emotions, using
established computer vision and machine learning techniques [21]. The long-term
goal is to use these detectors to trigger automated interventions that are informed by
affect. It is our hope that an affect-sensitive learning environment for novice computer
programmers equipped with intelligent handling of emotions might contribute to a
more technical workforce to handle the demands of the age of Big Data.
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Abstract. Research in affective computing and educational technology has
shown the potential of affective interventions to increase student’s self-concept
and motivation while learning. Our project aims to investigate whether the use
of affective interventions in a meta-cognitive tutor can help students achieve
deeper modeling of dynamic systems by being persistent in their use of meta-
cognitive strategies during and after tutoring. This article is an experience
report on how we designed and implemented the affective intervention. (The
meta-tutor is described in a separate paper.) We briefly describe the theories of
affect underlying the design and how the agent’s affective behavior is defined
and implemented. Finally, the evaluation of a detector-driven categorization
of student behavior, that guides the agent’s affective interventions, against a
categorization performed by human coders, is presented.

Keywords: affective computing, affective learning companion, intelligent tutoring
system, robust learning, meta-cognition.

1 Introduction

Research in AIED has taken interest in the potential of using interventions of affective
nature in intelligent tutoring systems to improve learning [2, 19, 23] and motivation
[8, 13, 20] and to reduce undesirable behaviors such as gaming [3-5] and undesirable
affective states such as disengagement [17]. The interventions have been designed to
either respond to student’ specific behavior [14, 19], or to elicit a certain emotional
state in the student [9], often by providing cognitive support and scaffolds within the
learning environment.

The hypothesis of our project [24] is that affective interventions in a meta-
cognitive tutor can help students achieve robust learning by being persistent in their
use of meta-cognitive strategies during and after tutoring. In order to test this
hypothesis, an affective intervention was designed, using an affective learning com-
panion to convey the affective message. This article describes the design of the affec-
tive intervention. In the first section, a three-dimensional design space of affective
interventions is outlined, along with our choice along each dimension. The second
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section describes the implementation of the design using categorization of student
behavior based on log data detectors. The last section describes an empirical evalua-
tion of the classification accuracy.

2 Design of the Affective Intervention

2.1  Definition of the Affective Intervention

Over the past decade, numerous affective interventions have been designed and eva-
luated with respect to alternate techniques in the field of educational technology. In
order to define a design space of the affective intervention for the AMT project, a
review of current research was performed. The design space has three dimensions:
mechanism for delivery of the affective intervention, timing of the intervention, and
type of message delivered during the intervention. We briefly describe each dimen-
sion, then indicate where along it our design falls.

Mechanism: How Is the Intervention Message Conveyed?

There are various ways to intervene affectively in tutoring systems, ranging from the
presentation of an affective message via a user-interface component [2, 19], to the use
of bio-feedback and affect-sensitive tutors that respond to the user’s emotional state
[9]. Some results [2,8,12,23] have shown the potential of using pedagogical agents, or
Affective Learning Companion (ALC), to portray the affective message. These inter-
ventions involve design decisions concerning the different components of a pedagogi-
cal agent that can impact learning, such as the presence of facial expressions or
deictic gestures [2,14], vocal intonation [6], gender [2,8,16], or ethnicity and student’s
cultural background [12,19].

In this phase of our project affective messages in the form of pop-up text messages
are provided by a pedagogical agent, represented by an image with neutral facial ex-
pression. The agent is a humanoid comic-like gendered character, representing a
student of a similar age to our target population (16-21 yrs olds). This decision took
into account the results from [12] for the agent’s image type, and [2, 23] where pair-
ing students’ gender to the agent’s gender was found beneficial for user’s self-concept
and learning.

Timing: When Is the Affective Intervention Happening in the Learning Process?

The affective intervention can happen before any tutoring takes place, between learning
tasks during the tutoring, and at different moments while a learner is performing a
specific task or learning a specific set of skills. In order to describe when the affective
intervention occurs, we first must describe the instruction.

The AMT software teaches students how to create and test a model of a dynamic
system. The instruction is divided into three phases: (1) an introduction phase where
students learn basic concepts of dynamic system model construction and how to
use the interface; (2) a training phase where students are guided by a tutor and a
meta-tutor to create several models; and (3) a transfer phase where all scaffolding is
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removed from software and students are free to model as they wish. The tutor gives
feedback and corrections on domain mistakes. The meta-tutor requires students to
follow a goal-reduction problem solving strategy, using the Target Node Strategy
[24], which decomposes the overall modeling problem into a series of “atomic” mod-
eling problems whose small scope encourages students to engage in deep modeling
rather than shallow guess-based modeling strategies. Using various measures of
deep and shallow learning [5], an experiment demonstrated that requiring students to
follow this strategy during training did indeed increase the frequency of deep model-
ing compared to students who were not required to follow the strategy. However, the
effect was not strong, and the amount of deep modeling could certainly be improved.
The goal of the ALC is to encourage students to do even more deep modeling.

The pedagogical agent conveying the affective message in AMT intervenes at three
different moments of software interaction:

e At the beginning and the end of the introduction: These interventions aim to
introduce the agent and its role in the instruction, as well as building rapport
between the student and the ALC which has been shown in [7] to help keep
students motivated and on task.

e Between each modeling task in the training phase: The main purpose of these
interventions is to invite the student to reflect on his/her actions and deci-
sions during the task, as well as maintain the interest of the student. As per-
forming a given task can require from 3 to 15 minutes, the ALC intervenes
after each task rather than intervening after a pre-defined number of tasks as
in [1,2,23].

e At the end of the training phase: This intervention tries to convince the stu-
dent to persevere in the use of the deep modeling strategy during the forth-
coming transfer phase.

Type: What Type of Message Is Given/Transmitted During the Intervention?

Finally, the third dimension of the intervention represents its affective or motivational
content: what does the ALC say and what emotional tone does it use when saying it?
Our design is based on the following policies:

e Baylor and Kim [6] showed that a combination of cognitive and affective
interventions (the ‘“Mentor”) led to better student self-regulation and self-
efficacy than the presence of either type of intervention alone. Our meta-tutor
and tutor already provide cognitive information without affect (like the “Expert”
of [6]). To avoid boring redundancy, the ALC presents as little cognitive and
meta-cognitive content as possible (just enough to maintain context) while
presenting motivational messages (described below) in a friendly, encouraging
manner.

The content of the intervention has been designed to help low-achievers and shallow
learners get back on track and avoid gaming [3-5, 9, 19], while not interrupting high-
achievers who might not benefit from an affective intervention [2, 19, 23]. It involves
the following theories:
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e Dweck’s “the mind is a muscle” theory [10]: the more you exercise your
mind, the more competent you become. Before the introduction phase, all
students read a text introducing this theory. The between-task interventions
reinforce the message by mentioning passages of the reading and referring to
how different activities help to improve the brain’s function.

e Arntribution theory [21]: failures should be attributed to the difficulty of the
task or lack of preparation, whereas success should be attributed to the stu-
dent’s effort.

e Theory of reflection [15]: Students have been found to be more receptive af-
ter completing a problem rather than during problem solving [15]. Every
time a task is finished the ALC invites students to reflect on what they have
experienced. It encourages them to replicate the action if it was positive or
to change the action if it was negative.

o Use of a meta-cognitive representation of student’s modeling depth [1, 22]:
Alongside the ALC is a bar showing the depth of the student’s modeling
while working on the current task. That is, it shows the proportion of student
actions that were classified as deep, based on the detectors described in [11].
ALC messages often refer to the modeling depth bar in combination with the
other theories listed above.

The following section illustrates how we defined the ALC behavior by using learners’
prior interactions with the system.

3 Implementing the ALC’s Behavior

While students learn, their motivation and attention to detail can fluctuate. In the con-
text of a problem solving activity requiring modeling skills, the depth of the modeling
techniques used by students can also vary. The ALC should adapt to these fluctua-
tions, presenting different affective messages depending on the student’s recent beha-
vior. Simply mapping the student’s behavior onto competence would not suffice, so
we defined several behavioral classifications such as “engaged,” “gaming” and “lack
of planning.” We then defined log data detectors relevant to each behavioral classifi-
cation. We also paired affective messages with each behavioral classification. In
the first subsection, the detectors that measure the user’s behavior are described. The
second sub-section then describes the behavioral classification, how they were created
and how they are mapped to the detectors’ output.

3.1 How to Detect Shallow Modeling Practices?

The detectors process a stream of user interface activity (log data) and output beha-
vioral measures. The detectors require no human intervention and run in real time,
because they will eventually be used to regulate the system’s responses to the student.
Our detectors extend the gaming detectors of [4] by including measures relevant to
depth of modeling and other constructs.
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Nine detectors were defined. The first six detectors were based on classifying and
counting segments in the log, where a segment corresponds roughly to a correct step
in the construction or debugging of a model. Each segment holds the value of the
detector that best represents the situation, for example a student showing both a sin-
gle_answer and good_method behavior would be defined as following a
good_method behavior for this segment. The output per task for each detector is a
proportion: the number of segments meeting its criteria divided by the total number of
segments in the log for the task. Based on an extensive video analysis of student’s
past actions and HCI task modeling techniques [11], six segmental detectors were
defined:

e  GOOD_METHOD: The students followed a deep method in their modeling.
They used the help tools' provided appropriately including the one for plan-
ning each part of the model.

e VERIFY_INFO: Before checking their step for correctness, students looked
back at the problem description, the information provided by the instruction
slides, or the meta-tutor agent.

e SINGLE_ANSWER: The student’s initial response for this step was cor-
rect, and the student did not change it.

e SEVERAL_ANSWERS: The student made more than one attempt at com-
pleting the step. This includes guessing and gaming the system.

e UNDO_GOOD_WORK: This action suggests a modeling misconception on
the students’ part. One example is when students try to run the model when
not all of the nodes are fully defined.

e GIVEUP: The student gave up on finding the answer and clicked on the
“give up” button.

A limitation of the above detectors is the inability to distinguish between a student
trying hard to complete a step but making a lot of errors versus a student gaming or
guessing a lot. This led to the development of two additional detectors based on earli-
er work in detecting robust learning and gaming [5, 9, 18, 23]: (1) the time spent on
task and (2) the number of times the learner misused the “run model” button. While
the former is self-explanatory and commonly used in ITSs, the latter is specific to the
AMT software. As students construct a system dynamics model, they can reach a
point where all elements are sufficiently defined to “run the model” (the model is
correct in terms of syntax) and therefore test whether its semantics corresponds to the
system they were asked to model. Students clicking on this button before the model’s
syntax is correct, or clicking repetitively on the model without making changes once
it is correct in syntax but not in semantics, is considered shallow behavior that shows
a lack of planning, a lack of understanding of the task to perform, or a tendency to
guess/game the answer rather than think it through.

! Two help systems are available to users: (1) referring back to the instructions always available for
viewing, and (2) looking at the problem situation where all details of the dynamic system to
model are described.
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The ninth and last detector is a function of the six segmental detectors. It is in-
tended to measure the overall depth of the students’ modeling. Although it is used as
an outcome measure in the transfer phase, it helps drive the ALC during the training
phase. It is based on considering two measures (GOOD_ANSWER, VERIFY_INFO)
to indicate deep modeling, one measure (SINGLE_ANSWER) to be neutral, and three
measures (SEVERAL_ANSWERS, UNDO_GOOD_WORK, and GIVE_UP) to indi-
cate shallow modeling.

In order to facilitate writing rules that defined the students’ behavioral category
(e.g., engaged, gaming, etc.) in terms of the detector outputs, we triaged the output of
each detector so it reports its output as either low, medium and high. The rules are
mostly driven by the values: low and high. To implement the triage, we collected
logs from 23 students. For each of the nine detectors, we determine the 33™ and 66"
percentile points and used them as thresholds. Thus, for each detector, roughly a
third of the 23 students were reported as low, as medium and as high. Because the
tasks vary in complexity, different thresholds were calculated for each task.

3.2 From Shallow Learning Detection to the ALC Intervention

A series of 6 types of ALC behavioral categories were defined using video analysis of
past user’s actions on software. Human coders reviewed screen-capture videos and
verbal protocols of a pool of 20 students using the meta-cognitive tutor. Following
their recommendations and a review of messages transmitted in affective interven-
tions in the literature, the following set of ALC categories was defined:

e Good Modeling: The students think about their steps, do not hesitate to go
back to the introduction or the situation to look for answers, use the plan feature judi-
ciously in their creation of nodes, and have a minimum of guessing and wrong actions
performed on task.

e Engaged: The students respond by thinking about the problem rather than
guessing, refer back to the instructions or problem situation when they find them-
selves stuck rather than trying all possible answers. The students take a medium to a
high amount of time to complete the task, favoring reflection to quick decisions.

e Lack of Planning: The students answer quickly, relying heavily on the feed-
back given in the interface to get the next steps. While the students sometimes refer to
instructions and the situation, they only use the features when they are stuck, not
when planning the modeling activity.

e Help Avoidance: The students attempt a lot of answers without referring back
to the instructions or the problem situation. They rarely make use of the information
filled in the plan tab and try to skip the meta-tutor instructions. Instead of using help
when they are confused, they spend a lot of time trying to get the interface green or
give up rather than thinking about the problem.

e Gaming: The students try multiple possible answers within the interface
without pausing long enough to think about the problem. They may give up when this
random guessing doesn't work. They rarely refer to the instructions or the problem
situation and pay little attention to the plan tab or the meta-tutor instructions.

e Shallow Modeling (default, not recognized as the above mentioned catego-
ries): The students tend to try several answers on the interface rather than pausing
and thinking about the problem. They sometimes refer back to the instructions and
problem situation, but not frequently.
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Table 1. Examples of ALC intervention between-task

Behavior Example

Good Modeling 'You’re a Green Master! What was your secret? [ know... you make your reading
count and thus your brain is getting rewired.

IEngaged [Even though it might take a little bit longer, it is worth it to explore the available

resources. You are giving your brain a great workout. Look at that green bar! Keep
up the good work!

ILack of Planning Going fast is good, but it doesn't always help you reach your potential... Why don't
lyou stop and think about what you want to model when you are confused. To
make more of the bar green, try re-reading the problem description and noting what|
it asks you to do.

Help Avoidance It might be worth rereading the problem description and paying more attention to
the suggestions presented by the pop-up messages. Our brain needs to engage the
material deeply so it can create good connections. That’s how we can get more of
the bar green!

Gaming Hmmm! It seems that you need to put quality time into your tasks. Maybe "trial
land error" is not always the best strategy. Although you might move quickly
through the problem, your brain doesn’t get a workout, and it shows in the length
lof the green bar.

Shallow Modeling 'You are getting there! Look at that bar! But remember that to strengthen your
(default) Ibrain you have to engage the problem and all its details.

Once these six behaviors were defined, human coders applied them to a sample of
100 tasks and students. The outputs of the detectors on the sample were obtained,
and rules were defined to map their values to the behavioral categories.

Using the theories of affect defined in section 2, ALC messages were created for
each behavior in order to provide affective support to the learner. A stereotypical
message was first created, as illustrated in table 1, for each behavior. The research
group then created many synonymous versions of each message, so that the ALC
would not repeat itself and thus reduce the student’s perception of the ALC as an
artificial agent. A separate message was produced for the first and last task per-
formed by the user in the training phase, in order to introduce and wrap-up the ALC
interventions.

4 Evaluation of the Behavior’s Accuracy

Before working with students, we first tested the detectors and behavioral categorizer
via test cases. We wrote scenarios of software use that typified each of the six
behavioral categories. A member of the research group enacted each scenario, and
we confirmed that the detector outputs fell in the anticipated range (low, typical or
high) and that the rules assigned the anticipated behavioral classification.

The second part of the validation of ALC behaviors involved pilot subjects and
human coders. Seven college students used the AMT system with the ALC turned on.
They were asked to speak aloud as they worked. Their voice and screen were rec-
orded as videos. A sample video was made from screen recordings. It included 15
tasks. Three human coders watched each task, paying attention to the depth of model-
ing shown by the student’s actions. Independently of what the software chose, they
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chose the ALC intervention that they felt best matched the student’s modeling prac-
tices. A multi-rater and pairwise kappa was then performed, and showed a sufficient
level of inter-reliance with a level of .896.

5 Conclusion and Future Work

This article described the development of an affective intervention based on an affec-
tive learning companion (ALC) that works with a meta-tutor and a tutor. It described
the theories of affect underlying the interventions, and how we defined and imple-
mented the ALC’s behavior. The ALC’s messages were based on deciding which of
six behavioral categories best represented the student’s work on the most recently
completed task. This categorization was driven by log data. When compared to
human coders working with screen captures and verbal reports of students, the detec-
tor-driven categorizations agreed with the human coding with a kappa of .896.

The next step in the research is to measure the benefits of this version of the ALC
in a two-condition experiment. One group of students will use the system with the
ALC turned on during the training phase, and the other will used it without the ALC
turned on. We hypothesize that this will cause measurable differences in the depth of
students’ modeling during the transfer phase.

The forthcoming evaluation will also have students wear physiological sensors
while they work so that we can collect calibration data that will be used to supplement
the detectors’ assessment of the students’ affective state. This extra information will
be used to help define affective interventions not only between tasks but also while
the learner performs on task.
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Abstract. Recent research has shown that differences in software design and
content are associated with differences in how much students game the system
and go off-task. In particular the design features of a tutor have found to predict
substantial amounts of variance in gaming and off-task behavior. However, it is
not yet understood how this influence takes place. In this paper we investigate
the relationship between a student’s affective state, their tendency to engage in
disengaged behavior, and the design aspects of the learning environments, to-
wards understanding the role that affect plays in this process. To investigate this
question, we integrate an existing taxonomy of the features of tutor lessons [3]
with automated detectors of affect [8]. We find that confusion and frustration
are significantly associated with lesson features which were found to be
associated with disengaged behavior in past research. At the same time, we find
that the affective state of engaged concentration is significantly associated with
features associated with lower frequencies of disengaged behavior. This
analysis suggests that simple re-designs of tutors along these lines may lead to
both better affect and less disengaged behavior.

Keywords: Educational Data Mining, Intelligent Tutoring System, design features,
affect, Gaming the System, Off-task behavior.

1 Introduction

There has been considerable research into students’ disengaged behaviors in intelli-
gent tutoring systems over the last few years [6, 7, 10, 11, 13, 15, 21, 29, 32]. This
work has generally found that a range of disengaged behaviors are associated with
negative learning outcomes, including both gaming the system and off-task behavior
[cf. 1, 15, 30].

Early work on why students became disengaged investigated whether fairly non-
malleable factors such as goal orientation or motivation could predict disengaged
behaviors [e.g. 10, 11]. However, recent research has suggested that differences in the
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design of intelligent tutoring systems can also have substantial impacts on student
engagement. Relatively simple aspects of design such as the concreteness of problem
scenarios and hints were found to predict a considerable proportion of the variance in
gaming the system among a group of students using Cognitive Tutor Algebra over the
course of a year [6]. Off-task behavior has also been found to vary according to de-
sign features such as presence or absence of problem scenarios [3]. These findings
suggest that design aspects of tutor lessons may play a significant role in influencing
the prevalence of disengaged behavior.

However, we do not yet understand the mechanisms through which differences in
the design of tutor lessons may influence disengaged behavior. One mechanism hy-
pothesized in those earlier papers was that affect might be mediating the relationship
between tutor design and disengaged behavior. There is evidence for reasonably
strong relationships between affect and disengaged behavior. Research in Aplusix and
The Incredible Machine (an ITS and a puzzle game) found that boredom preceded and
co-occurred with a student’s choice to game the system [7]. Boredom has also been
found to precede off-task behavior [9] and off-task behavior within the learning envi-
ronment (also called WTF/“without thinking fastidiously” behavior) within intelligent
tutoring systems [32]. There is also evidence that boredom leads to future off-task
behavior, within both the Chemistry Virtual Laboratory [9] and Science ASSIST-
ments [22]. However, it is not yet known how strong the relationships are between
intelligent tutor design features and affect.

Understanding the factors leading to differences in affect is important by itself as
well. There is increasing evidence that differences in affect during use of educational
software can have a substantial impact on learning. Craig and colleagues [16] investi-
gated the relationships between learning gains and affect state and found that
confusion and flow were positively associated with learning gains but boredom was
negatively associated with learning. Pardos and colleagues [30] also found that affect
in intelligent tutors can predict not just local learning, but longer-term learning out-
comes (state standardized exam scores) as well, specifically finding that boredom is
negatively associated with longer-term learning outcomes while engaged concentra-
tion (e.g. flow) and frustration were positively associated with learning gains.
Evidence in that paper suggested that the context of affect matters more than the
overall prevalence, with the relationship between boredom and learning outcomes
reversing and becoming positive if the boredom occurs during scaffolding. Other
work has suggested that the duration of affect also matters, with brief confusion corre-
lating positively with learning but lengthy confusion correlating negatively with
learning [26]. Flow/engaged concentration has also been shown to be associated with
longer-term engagement with specific domains [17] One possible explanation for this
finding is that positive affect may lead to increased situational interest [23], which in
turn has been theorized to lead to greater long term personal interest in the content
domain [25].

Given the relationship between disengaged behavior and affect, and the importance
of affect in general, it may be worth considering the ways in which tutor design fea-
tures drive not just disengaged behaviors, but affect as well. In this paper we study the
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relationships between these three factors. We use an existing taxonomy of the features
of tutor lessons [6] to express the differences between lessons. Taxonomies of this
nature, also referred to as “design pattern languages” [34], can be useful tools for
studying and understanding design. We integrate data from the application of this
taxonomy to a set of lessons from an algebra tutor, with predictions from previously
published automated detectors of affect [8] and disengaged behaviors [4, 5]. We then
conduct correlation mining (with post-hoc controls) to study the relationships between
these variables.

2 Data Set

Data was obtained from the PSLC DataShop (dataset: Algebra I 2005-2006 Hampton
Only; this data set was chosen because it is readily available in the DataShop and has
been studied in other research as well), for 58 students’ use of Cognitive Tutor
Algebra during an entire school year. A full description of the Cognitive Tutor used in
this study can be found in [24]. The data set was composed of approximately 437,000
student transactions (entering an answer or requesting help) in the tutor software. All
of the students were enrolled in algebra classes in one high school in the Pittsburgh
suburbs which used Cognitive Tutors two days a week, as part of their regular
mathematics curriculum. None of the classes were composed predominantly of gifted
or special needs students. The students were in the 9th and 10th grades (approximate-
ly 14-16 years old). The Cognitive Tutor Algebra curriculum involves 32 lessons,
covering a complete selection of topics in algebra, including formulating expressions
for word problems, equation solving, and algebraic function graphing.

Data from 10 lessons was eliminated from consideration, to match the original
analysis of this data in [6], where the relationship between tutor design and gaming
the system was studied. In that original study, lessons were eliminated due to having
insufficient data to be able to conduct a sufficient number of text replays to effective-
ly measure gaming the system. On average, each student completed 9.9 tutor lessons
(among the set of lessons considered), for a total of 577 student/lesson pairs.

3 Method

In describing the methods sections, first we will describe taxonomic feature genera-
tion process and then describe affect detection process used to build machine learned
affect models which were in-turn used in this analysis to obtain affect predictions.

3.1 The Cognitive Tutor Lesson Variation Space (CTLVS)

The enumeration of the ways that Cognitive Tutor lessons can differ from one another
was originally developed in [6]. This enumeration, in its current form, is called the
Cognitive Tutor Lesson Variation Space version 1.2 (CTLVS1.2). The CTLVS was
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developed by a six member design team with diverse expertise, including three Cog-
nitive Tutor designers (with expertise in cognitive psychology and artificial intelli-
gence), a researcher specializing in the study of gaming the system, a mathematics
teacher with several years of experience using Cognitive Tutors in class, and a de-
signer of non-computerized curricula who had not previously used a Cognitive Tutor.

During the first step of the design process, the six member design team generated a
list with 569 features. In the next step a list of criteria for features that would be worth
coding, were developed. Finally the list was narrowed down to a more tractable size
of 79 features. Inter-rater reliability checks were not conducted, owing to the
hypothesis-generating nature of this study. Then CTLVS1 was labeled with reference
to the 21 lessons studied in this paper by a combination of educational data mining
and hand coding by the educational designer and mathematics teacher. The 10 fea-
tures among 79 within the CTLVS1.1 which were significant predictors of disengaged
behaviors in [3, 6] are shown in Table 1.

After initial publication of the results [e.g. 3, 6], using the CTLVS 1.1, additional
coding was conducted by the gaming the system researcher and the designer of non-
computerized curricula resulting in the addition of 5 more features, shown in Table 2.
This produced a total of 84 quantitative and binary features within the CTLVS1.2.

Table 1. Design features which were significant predictors of disengaged behaviors in [3, 6]

1. Lesson is an equation-solver lesson, where a student is given an equation to solve mathe-
matically (with no story problem)

2. Avg. amount that reading on-demand hints improves performance on future opportunities
to use skill (using model from [12])

3. % of hint sequences with final “bottom-out” hint that explicitly tells student what to
enter [cf. 1]

Reference in problem statement to interface component that does not exist (ever occurs)

Not immediately apparent what icons in toolbar mean

4
5
6. Hint requests that student perform some action
7

% of hints that explicitly refer to abstract principles

8. % of problem statements that use same numeric value for two constructs
9. % of problem statements with text not directly related to problem-solving task (typically
included to increase interest)

10. Any hint gives directional feedback (example: “try a larger number”)

3.2  Affect Detection Process

In order to study the relationship between students’ affect and tutor design, we used
previously developed detectors of student affect within Cognitive Tutor Algebra [cf.
8]. See [8] for a full discussion of the detectors. Unlike many of the pioneering efforts
to detect student affect in intelligent tutoring systems [2, 18, 27], this work does not
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make use of any visual, audio or physiological sensors such as webcams, pressure
sensing keyboard and mice, pressure sensitive seat pads and back pads, or wireless
conductance bracelets in detecting affect. Instead, affect is detected solely from log
files, supporting scalable analyses. These affect detectors were originally developed
by labeling a set of students’ affective states with field observations and then using
those labels to create machine-learned models which automatically detect the stu-
dent’s affective state. Affect detectors were developed for the states of boredom, con-
fusion, frustration, and engaged concentration (the affect associated with the flow
state [cf. 7]. A separate detector was developed for each affective state. The goodness
of the detectors (under student-level cross-validation) is given in Table 3; the detec-
tors agree with human coders approximately half as well as human coders agree with
each other. Note that the A’ values for the models are lower than presented in the
original paper [8]. This is because the implementation of AUC in RapidMiner 4.6 [28]
was used to compute the A’ values. This implementation has a bug, where estimates
of A’ are inflated, if multiple data points have the same confidence. In this paper we
report estimates computed through directly computing the A’/Wilcoxon statistic,
which is more computationally intensive but mathematically simpler (involving a set
of pairwise comparisons rather than integrating under a complex function), using the
code at http://www.columbia.edu/~rsb2162/edmtools.html .

Table 2. The design features added in CTLVS1.2

1. % of hints with requests for students with politeness indicators

% of scenarios with text not directly related to problem-solving task

Maximum number of times any skill is used in problem

Average number of times any skill is used in problem
Were any of the problem scenarios lengthy and with extraneous text? (Long
Extraneous Text)

UENIS

Table 3. Goodness of the affect models [cf. 8]

Affect Algorithm Kappa A’

Engaged Concentration K* 0.31 0.67
Boredom Naive Bayes 0.28 0.69
Confusion JRip 0.40 0.71
Frustration REPTree 0.23 0.64

To apply the machine-learned models to the data set used in this paper, we com-
puted the features which were used in the models. The data was divided into “clips”,
of 20 second intervals of student behavior (the same grain-size used in the original
observations which were used to build the detector), using the absolute time of each
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student action. Next, the 15 features used in the detectors [cf. 8] were computed for
each clip. Finally RapidMiner 4.6 [28] was used to load each of the affect models and
then each of the affect models were applied on the algebra data set to obtain assess-
ments of affect for each clip, which were then aggregated to compute each student’s
proportion of each affective state in each lesson.

4 Results

For each lesson in the data set, we computed values for each of the 84 taxonomical
features discussed in the data section. The value of each taxonomic feature was then
correlated to the proportion of each of the four affective states (engaged concentra-
tion, boredom, confusion and frustration) detected within the log data for the lesson.
As this represents a substantial number of statistical analyses (84*4 = 336), we
controlled for multiple comparisons. In specific, the analyses in this study utilize the
false discovery rate (FDR) [14] paradigm for post-hoc hypothesis testing, using Sto-
rey’s method [33]. This method produces a substitute or p-values, termed g-values,
driven by controlling the proportion of false positives obtained via a set of tests.
Whereas a p-value expresses that 5% of all tests may include false positives, a gq-value
indicates that 5% of significant tests may include false positives. As such, the FDR
method does not guarantee each test’s significance, but guarantees a low overall
proportion of false positives. This avoids the substantial Type II errors (over-
conservatism) associated with the better-known Bonferroni correction [see 31 for a
discussion of current statistical thought on the Bonferroni correction]. The FDR cal-
culations in the results section were made using the QVALUE software package [33]
within the R statistical software environment.

Across the features, only the five following tutor design features achieved statisti-
cally significant correlation to any of the affective states.

1. Lesson is an Equation Solver lesson (Equation Solver)
% of problem statements with text not directly related to problem-solving
task (Extraneous Text),

3. % of problem statements which involve concrete people/places/things (Con-
crete Problem Statements),

4. Were any of the problem scenarios lengthy and with extraneous text? (Long
Extraneous Text)

5. Average percent error in problem (Percent Error)

Table 4 summarizes the results. Equation Solver was statistically significantly posi-
tively associated with Concentration, r=0.728, t(1,19)=4.622, q<0.01; on the other
hand 2 of the features Concrete Problem Statements and Long Extraneous Text were
statistically significantly negatively associated with Concentration; Concrete Problem
Statements r= -0.604, t(1,19)= -3.31, q=0.013; Long Extraneous Text r= -0.538,
t(1,19)=-2.78, q=0.032.
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Table 4. Statistical Significant results with g-values from FDR analysis

Design Features Affect r Q
Equation Solver Concentration 0.728 <0.01
Extraneous Text Confusion 0.787 <0.001
Concrete Problem Statements Concentration -0.604 0.013
Concrete Problem Statements Confusion 0.644 <0.01
Long Extraneous Text Concentration -0.538 0.032
Long Extraneous Text Confusion 0.716 <0.01
Percent Error Frustration -0.718 <0.01

Three of the features were statistically significantly positively associated with Con-
fusion, Concrete Problem Statement r=0.644, t(1,19)=3.67, q<0.01; Long Extraneous
Text r=0.716, t(1,19)=4.47, q<0.0; Extraneous Text r=0.787, t(1,19)=5.56, q<0.001.

Only one of the features, Percent Error was statistically significantly negatively
associated with Frustration, r=-0.718, t(1,19)= -4.5, q<0.01.

None of the features showed significant association with Boredom. The strongest
correlation was achieved by “Hint gives directional feedback (example: “try a larger
number”)”, r=0.50, t(1,19) = 2.5, q=0.30. It is worth noting that the original p value,
before post-hoc correction, was p=0.02; hence, it may be worth considering this fea-
ture in future research, but there is insufficient evidence to make a conclusive infe-
rence about it at this point.

In terms of past features associated with gaming (in [6], it was hypothesized that
this relationship was mediated by boredom), boredom appeared to be weakly corre-
lated with Extraneous Text r=0.160, t(1,19) = 0.71, g=0.78 and Long Extraneous Text
r=0.264, t(1,19)=1.19, q=0.64 and appeared to be moderately correlated with
Concrete Problem Statements, r=0.335, t(1,19)= 1.55, q=0.64. None of these relation-
ships, however, would be statistically significant even without post-hoc controls.

5 Discussion and Conclusions

The result here suggests that there are significant relationships between affect state of
students, and the taxonomic features of an intelligent tutoring system. Five out of 84
taxonomic features were found to be statistically significantly associated with three
affective states, engaged concentration, frustration, and confusion. These findings
correspond in interesting ways to prior results regarding the relationship between
disengaged behaviors and these same taxonomic features [cf. 3, 6].

Students were found to be concentrating significantly more during equation-solver
lessons. These same lessons have also been found to be associated with a lower de-
gree of off-task behavior and gaming the system in the previous research [3, 6].

We also found that students’ concentration was reduced when the student encountered
lessons with substantial extraneous text, as well as or problem statements and scenarios
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with concrete people, places or things. These same features were also associated with
increased confusion. These are somewhat surprising findings, as extraneous text was also
associated with gaming the system in earlier research [6]. Since gaming is thought to be
negatively associated with engaged concentration [7], it is surprising that the same fea-
tures of an interface are associated both with gaming and less engaged concentration.
This finding clearly calls for greater research to understand its full implications.

At the same time, the connection between substantial extraneous text and concrete
scenarios, and confusion, accords well to past findings in other contexts. The details in
these long concrete scenarios could be considered “seductive details” — details which
draw student attention away from the content. Seductive details have been found to be
associated with poorer learning in laboratory studies [20]; the initial interpretation of [6]
seemed to contradict this finding, but our results here seem more in keeping with it. Of
course, it also may be that tutor designers have chosen (whether consciously or not) to
increase the complexity of the scenarios when material is more confusing; as such, it
would take an experimental study to be fully confident of the hypothesis generated here.

One unexpected finding was negative correlation between percent error and
frustration, which should be investigated further. In a different intelligent tutor,
frustration was found to be positively correlated with learning, suggesting that
frustration’s role in learning may be somewhat different than typically hypothesized
[cf. 30].

Another surprising finding is that none of the taxonomic features were significantly
associated with boredom, a persistent affect state within several types of learning
environments [7]. We had earlier hypothesized that the negative relationship between
gaming and lengthier scenarios would be mediated by boredom [e.g. 6], a finding not
obtained here. Though we found some appearance of correlation between boredom
and lengthier scenarios as well as other features known to be associated with gaming,
these associations were not significant even without taking post-hoc adjustment into
account, suggesting that it is unlikely that boredom is a key mediator between these
tutor design features and gaming the system.

One valuable area of future work would be to extend the research here to additional
affective states, such as delight, disgust, and anxiety. The affective states chosen in this
research were selected because relevant detectors already existed, and because these
states have high theoretical importance and/or are known to correlate with differences in
learning outcomes and engagement; extending to additional affective states would help to
create a fuller picture of the relationships between affect and tutor design.

One of the final things that can be noted from this analysis is that the designs of
educational interfaces can have a considerable impact on student affect. Although
only a relatively small number of relationship remained significant after post-hoc
testing, it is worth noting that the conservatism of post-hoc approaches meant that the
relationships that remained significant had extremely high correlations (in the 0.7
range). This finding implies that relatively small differences in intelligent tutors may
result in substantial impacts on student experiences.
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Abstract. Csikszentmihalyi’s Flow theory states that a balance between
challenge and skill leads to high engagement, overwhelming challenge leads to
anxiety or frustration, and insufficient challenge leads to boredom. In this
paper, we test this theory within the context of student interaction with an intel-
ligent tutoring system. Automated detectors of student affect and knowledge
were developed, validated, and applied to a large data set. The results did not
match Flow theory: boredom was more common for poorly-known material,
and frustration was common both for very difficult material and very easy
material. These results suggest that design for optimal engagement within
online learning may require further study of the factors leading students to
become bored on difficult material, and frustrated on very well-known material.

Keywords: Affect Modeling, Prior Knowledge, Intelligent Tutoring System,
Boredom, Frustration, Engaged Concentration.

1 Introduction

In recent years, substantial work has gone into increasing the sensitivity and respon-
siveness of intelligent tutoring systems (ITSs) to differences in student affect [10, 11].
One theory that has inspired design in education [cf. 28] is Csikszentmihalyi’s Flow
theory [8]. This theory details the attributes of optimal experience during activity,
making a number of specific claims that can be investigated, tested, and leveraged
within design when a person is engaged in an activity with clear goals, with imme-
diate feedback, and when balance is achieved between the person’s perception of task
difficulty and perception of one’s own skills to do the task [8]. Empirical work in
classrooms using traditional approaches (e.g., not ITS) has found that high school
students experience the highest engagement when students perceive both challenge
and their skill as high [28]. Csikszentmihalyi [8, 9] also hypothesized that specific
affective states (emotion in context [cf. 7]) emerge depending on the degree of
challenge and skill that is present for an activity. His theory indicates that when an
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activity is perceived to be too easy one becomes bored, and when the task is too diffi-
cult one gets anxious [8]. An additional hypothesis is that the same conditions that
lead to anxiety also lead to frustration [13], implying that challenge is higher than
skill, leading some researchers to use frustration rather than anxiety in applying
Csikszentmihalyi’s theory [cf. 20, 25].

Flow theory, when applied to the context of education, asserts that a learning activ-
ity should be perceived as challenging but not too difficult [27]. As such, non-
adaptive learning materials are likely to fail in producing flow for most students, as
materials at a specific difficulty level are likely to be boring for students with higher
skill, and frustrating for students with lower skill [cf. 26]. However, a learning system
that accurately infers student skill — as modern intelligent tutoring systems do — may
be able to specifically select problems of appropriate difficulty, in an attempt to
balance challenge with skill level [18].

However, there is still not sufficient empirical evidence that Flow theory’s account
of the consequences of failing to achieve a balance between difficulty and skill are as
predicted. In particular, recent research has suggested that boredom is often characte-
ristic of the least successful students rather than students who have already achieved
mastery [1, 7, 19]. This same research finds that frustration does not appear to be
strongly connected with the poorest students [7, 22, 23]. These studies have the
limitation of investigating these issues at a fairly coarse grain-size, looking solely at
overall prevalence of affective states and long-term measures of learning. By studying
these issues at a finer grain-size, we can understand these relationships better.

In this paper, we operationalize boredom, frustration, and engaged concentration
during online learning in the fashion proposed in [3, 7]. In this paradigm, affective
states are conceptualized as atomic and distinct from one another. Of particular
importance to Flow theory are boredom [8, 15], frustration [13], and engaged concen-
tration [cf. 3], which is the affect associated with Csikszentmihalyi’s construct of flow
but does not involve the inherent task-related aspects of flow — clear goals,
immediate feedback, and balance between challenge and skill.

We conduct this research in a data set of 8,454 students learning online for a year
apiece in the ASSISTment system [21], a free web-based tutoring system for middle
school mathematics. Within ASSISTments, students complete mathematics problems
and are formatively assessed — providing detailed information on their knowledge to
their teachers — while being assisted with scaffolding, help, and feedback. Items in
ASSISTments are designed to correspond to the skills and concepts taught in relevant
state standardized examinations. Teachers have the ability to assign students questions
on a particular skill and typically select the problems or problem sets their students
receive (though mastery learning can also be activated by the teacher for some
problem sets). As shown in Figure 1, the ASSISTment system provides feedback on
incorrect answers. When a student answers a problem incorrectly, they are provided
with scaffolding questions breaking the problem into its component steps. Hints are
provided at each step and the student can ask for a bottom-out hint that eventually
tells the answer.

Within this paper, we use automated detectors of student affect within the
ASSISTment system (published in previous work [16]) to operationalize student
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affect within the ASSISTment system. These detectors, developed and validated using
data from 229 students, are then applied to the full data set of 8,454 students. We
combine these detectors with data from models of student knowledge in order to ana-
lyze the conditions under which each affective state occurs, and whether the relation-
ship between affect and the difficulty of a problem for a specific student accords with
Flow theory. We conclude with a discussion of potential implications for the design
of interactive educational systems.

You are done with this problem!

a) b)
Fig. 1. Example of an ASSISTment. a) If a student gets it incorrect, hints and scaffolding prob-

lems are there to aid the student in eventually getting the correct answer. b) Example of Scaf-
folding and Hints in an ASSISTment.

2 Measures Used

2.1  Affect Detectors

Within this paper, we leverage existing detectors of student affect within the
ASSISTment system [16], to help us understand student affect across contexts.
Detectors of three affective states are utilized: engaged concentration, boredom, and
frustration. The detectors of engaged concentration and boredom used in this paper
are identical to the detectors used in [16]. After publishing [16], we discovered a
minor computation error in one of the features used in the frustration detector. Hence,
a re-computed model is used here (the goodness of the detector is almost exactly iden-
tical between the [16] and this paper). Though anxiety plays a prominent role in
Csikszentmihalyi’s Theory of Flow, no detector of anxiety in ASSISTments was
available, in part because anxiety has been observed so rarely in classroom use of
intelligent tutoring systems as to not merit its own coding category [12, 14, 23].

These detectors were developed using a two-stage process: first, student affect was
labeled for a sample of 3,075 field observations [cf. 3] of 229 students conducted by
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two coders using an Android app, and then those labels were used to create automated
detectors that can be applied to log files at scale. An inter-rater reliability session was
conducted, where the two coders coded the same student at the same time (they ob-
served multiple students, but observed each student together). They conducted 51
simultaneous observations, achieving a Cohen’s Kappa of 0.72, indicating agreement
72% better than chance. The detectors were created by synchronizing log files gener-
ated by the ASSISTments system with field observations conducted at the same time.
To enhance scalability, only log data was used as the basis of the detectors, instead of
using physical sensors (and indeed, the research presented in this paper could not
have been conducted if physical sensors were used). The detectors were constructed
using only log data from student actions within the software occurring at the same
time as or before the observations. By using information only from before and during
the observation, our detectors can be used for automated interventions, as well as the
discovery with models analyses presented in this paper.

All of the affect detectors performed better than chance. Detector goodness within
ASSISTments was at the high end of previous reports of published models inferring
student affect in an ITS solely from log files [cf. 4, 5, 11, 24]. The best detector of
engaged concentration involved the K* algorithm, achieving an A' of 0.678 and a
Kappa of 0.358. The best boredom detector was found using the JRip algorithm,
achieving an A' of 0.632 and a Kappa of 0.229. The best frustration detector achieved
an A' of 0.681 and a Kappa of 0.301, using the J48 algorithm. These levels of
detector goodness indicate models that are clearly informative, though there is still
considerable room for improvement.

Within the original observations, boredom was observed 17.7% of the time, fru-
stration was observed 4.4% of the time, and engaged concentration 53.0% of the time,
with other affective states representing the remainder of student time. The detectors
emerging from the data mining process had some systematic error in prediction,
where the average confidence of the resultant models was systematically higher or
lower than the proportion of the affective states in the original data set. This type of
bias does not affect correlation to other variables since relative order of predictions is
unaffected, but it can reduce model interpretability. To increase model interpretabili-
ty, model confidences were rescaled to have the same mean as the original distribu-
tion, using linear interpolation. Rescaling the confidences this way does not impact
model A’ or Kappa, as it does not change the relative ordering of model assessments.

2.2 Prior Knowledge Assessment

Estimates of student knowledge were used as a proxy for Flow theory’s “balance
between challenge and skill.” These estimates were computed using Bayesian Know-
ledge Tracing (BKT) [6], a model used in several ITSs to estimate a student’s latent
knowledge based on his/her observable performance. This model can predict how
difficult the current problem will be for the current student, based on the skills
required for that problem. As such, this model can implicitly capture the tradeoff
between difficulty and skill for the current context. This model can inform us whether
student skill is higher than current difficulty (resulting in a high probability of
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correctness), when current difficulty is higher than student skill (resulting in a low
probability of correctness), and when difficulty and skill are in balance (medium
probabilities of correctness). To assess student skill, BKT infers student knowledge
by continually updating the estimated probability a student knows a skill every time
the student gives a first response to a new problem. It uses four parameters, each es-
timated separately per skill: Lo, the initial probability the student knows the skill; T,
the probability of learning the skill at each opportunity to use that a skill; G, the prob-
ability that the student will give a correct answer despite not knowing the skill; and S,
the probability that the student will give an incorrect answer despite knowing the
skill. In this model, the four parameters for each skill are held constant across con-
texts and students (variants of BKT relax these assumptions). BKT uses Bayesian
algorithms after each student’s first response to a problem in order to re-calculate the
probability that the student knew the skill before the response. Then the algorithm
accounts for the possibility that the student learned the skill during the problem in
order to compute the probability the student will know the skill after the problem [6].
With the data from the logs, BKT parameters were fit by employing brute-force grid
search [cf. 2].

After obtaining the assessments of student affect and prior knowledge at each
problem, we assessed the relationship between the two. The following section shows
both qualitative and quantitative estimates of these relationships for each affective
state. Since our models provide confidences in their predictions as well as overall
predictions, we conduct analyses using the confidences of the affect predictions rather
than the proportion of binary predictions.

3 Studying the Relationship between Affect and Knowledge

3.1 Data Set

The detectors of student affect and student knowledge were applied to a data set
consisting of five years of student usage of the ASSISTment system by four schools
in New England, from 2004-2005 to 2008-2009. These four schools represent a
diverse sample of students in terms of ethnicity and socio-economic status. Two dis-
tricts were urban with many students requiring free or reduced-price lunches due to
poverty, relatively low scores on state standardized examinations, and many students
learning English as a second language. The other two districts were suburban, serving
relatively wealthier populations. The affect models were applied to this much larger
dataset. This data set included 8,454 students and a total of 1,568,974 student actions
within the learning software.

3.2 Boredom and Student Knowledge

Boredom is less common when student skill is higher, as shown in Figure 2. This
finding contrasts with predictions by Csikszentmihalyi [8] and Shernoff et al. [28],
which would suggest that boredom should mostly occur when material is too easy
relative to student skill. The linear trend is fairly modest (a difference of 5% in aver-
age boredom between material where the student has a high probability of knowing
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Fig. 2. The relationship between boredom and the probability that the student knows the skill.
Note that the X axis denotes difficulty for the current problem for the current student, prior to
the student completing the problems; i.e., the contextually hardest problems are on the left, and
the contextually easiest problems are on the right.

the skill and material where the student has a very low probability of knowing the
skill). However, due to the large sample size, the negative linear trend is statistically
significant (r = -0.157, F(1, 1560519) = 14223.174, p < 0.0001). Note that a student
term was included in the model (and all the statistical tests in this paper) to avoid
violation of statistical independence.

3.3  Frustration and Student Knowledge

The relationship between frustration and student skill, shown in Figure 3, appears
non-linear. Frustration appears to be significantly more common for students with
very low skill and for students with very high skill, than for other students. When we
fit a linear curve, there is a significant but small correlation between frustration and
prior knowledge (r=0.093, F(1, 1560519) = 11647, p < 0.0001). A parabolic curve

Average Frustration

SN NS
Student Knowledge Prior to Completing a Problem

Fig. 3. The relationship between frustration and the probability that the student knows the skill
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(i.e., Frustration = (Knowledge — Mean(Knowledge))z) achieves better fit (r = 0.222,
F(1, 1560519) = 63989, p < 0.0001). The difference in BiC’ values between these two
models is 65,667, indicating that the parabolic curve fits the data substantially better
than the linear function (differences in BiC’ of ten or greater indicate substantial dif-
ferences between models). The relationship between low skill and frustration accords
with Flow theory, but the relationship between high skill and frustration is surprising,
indicating that students may become frustrated when repeatedly given easy items.

3.4 Engaged Concentration and Student Knowledge

The incidence of engaged concentration is higher for more skilled students, as shown
in Figure 4. The linear trend is fairly modest (a difference of 6% in average engaged
concentration between material where the student has a high probability of knowing
the skill and material where the student has a very low probability of knowing the
skill). However, due to the large sample size, the linear trend is statistically significant
(r =0.184, F(1, 1560519) = 13660.477, p < 0.0001 ). In accordance with past studies
[3, 24], engaged concentration is the most common affect when using ASSISTments
regardless of student skill level.
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Fig. 4. The relationship between engaged concentration and the probability that the student
knows the skill

4 Discussion and Conclusion

Flow theory has emphasized the importance of achieving a balance between perceived
challenge of a task and perceived skill for that task, to produce optimal student en-
gagement (i.e., flow). In these models, an imbalance between challenge and skill
would result in either boredom or frustration (or anxiety, which is not studied here).

In this paper, we study the relationship between these student affect and student
knowledge within the context of an ITS, towards providing a concrete test of one
aspect of Flow theory. We do so by applying automated detectors of student affect
and knowledge to data from the ASSISTment system, a widely used intelligent
tutoring system for middle school mathematics. By integrating these two types of
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detectors, we can analyze the frequency of each affective state for students with
different levels of knowledge.

A limitation in this paper is that the model used for difficulty measures looked at
estimations of actual knowledge and difficulty rather than a student's self-perceptions
(as in from Flow theory). A challenge in obtaining measures of self-perception is that
they may change the student’s emotions and learning if obtained in real-time, and
may be prone to memory limitations if obtained retrospectively. They also present
some risk of demand effects. However, replicating this research with self-report
measures would be a valuable step for future work.

Overall, we find that engaged concentration is the most likely affect, regardless of
difficulty. This result shows that completing problems in ASSISTments is generally
engaging, even when the problems are too easy or too difficult. Beyond this, problems
are seen to become more engaging as student mastery increases, which contrasts
somewhat with predictions made in Flow theory, which would predict that engage-
ment would be reduced for the most challenging problems. (However, this result
replicates a result seen in [17]). Flow theory predicts that these highly challenging
problems will result in student frustration. Indeed, higher frustration is seen for the
most challenging problems. However, higher boredom is also seen for these highly
challenging problems, contrary to Flow theory. Boredom is generally lower for easy
problems than hard problems, also contrary to Flow theory. In addition, higher
frustration is seen for easy problems than for problems of middling difficulty, a
finding that cannot be easily explained with Flow theory.

Given that these results are different from earlier predictions, it is worth thinking
about their interpretation. There have been reports of boredom being associated with
poorer learning [7, 19] and with disengaged behaviors that in turn lead to poorer
learning [3]. Recent studies using other methods have also found that students become
bored and disengaged when they find items difficult [1, 19]. These results accord with
our findings that boredom is characteristic of less successful students rather than high-
ly successful students. Perhaps these students are bored because they have given up
on succeeding with the material, but must continue to work with the software. It may
be that this type of boredom is more common in intelligent tutoring systems than
boredom resulting from overly low challenge — especially since many tutors such as
ASSISTments are designed to advance students when they reach mastery.

One possibility is that the relatively low boredom seen for easy items and the
unexpected frustration seen on these items is due to the student’s lack of control over
problem difficulty. Perhaps a student who wishes to receive more challenging prob-
lems, but cannot obtain these problems within the software, becomes frustrated and
upset with the software. In general, further research may be necessary in order to
understand why students become frustrated with easy material. One possible approach
would be to pop-up an automated question in this situation (detected frustration on
easy material), asking students if they are frustrated and why. An interesting aspect of
the current finding on frustration and student knowledge is that this result provides an
account for a surprising result from previous studies. Past research has failed to find
significant relationships between frustration and learning outcomes [cf.7, 22], con-
trary to theoretical predictions [13]. If unsuccessful students are not more likely to
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become frustrated, one would not expect to see such a relationship. In general, frustra-
tion appears to be a more complex construct than originally thought [cf. 13].

Overall, our findings suggest that there may be substantial holes in our understand-
ing of the situations where different affective states emerge, during human-computer
interaction. Current theory does not explain these results, and makes predictions that
are in some cases contrary to the findings presented here. It is important to note that
these findings only involve one intelligent tutor, and rely upon imperfect detectors of
both affect and knowledge (though each of these detectors is approximately as good
as the current state-of-the-art for sensor-free detection of these constructs). Replicat-
ing these results (or failing to) in other learning software will be an important step
towards understanding the generality of these findings, and towards creating general
principles for how intelligent tutoring systems should respond to users when they
demonstrate these affective states. It is likely that we will find that each of the affec-
tive states can emerge in multiple situations, driven by differences in tutor design, and
perhaps by individual differences as well. Hence, further investigation of the contexts
of affect will be needed to fully understand these relationships.
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Abstract. Recent research has indicated that learning environments that
intentionally induce confusion to promote deep inquiry can be beneficial for
learning if students engage in confusion resolution processes and if relevant
scaffolds are provided. However, it is unlikely that these environments will
benefit all students, so it is necessary to identify the student profiles that most
benefit from confusion induction. We investigated how individual differences
(e.g., prior knowledge, interest, attributional complexity) impacted confusion
and learning outcomes in an environment that induced confusion via false
system feedback (e.g., negative feedback after a correct response). A k-means
cluster analysis revealed four clusters that varied on cognitive ability and
cognitive drive. We found that students in the high cognitive ability + high
cognitive drive cluster reported more confusion after receiving false feedback
compared to the other clusters. These students also performed better on tasks
requiring knowledge transfer, but only when they were meaningfully confused.

Keywords: confusion, individual differences, cluster analysis, false feedback,
intelligent tutoring systems, learning.

1 Introduction

Recent research has shown that intelligent tutoring systems (ITS) are an effective and
comparable alternative to novice as well as accomplished (or expert) human tutors
[1]. ITSs are effective because they are interactive, provide immediate feedback, and
provide individualized instruction, which are similar to the techniques used by human
tutors [2-4]. ITSs must attend to both student cognition and affect in order to provide
effective, individualized instruction. Recently many ITSs have adopted this approach
and provide individualized instruction that focuses on the affective states of the
student in addition to their cognitive states (e.g., [5-9]).

Confusion is one affective state that is particularly important to the learning
process. Confusion is an epistemic or knowledge affective state [10-11] that occurs
when students confront contradictions, anomalies, and discrepant events that create
impasses and when students are uncertain about how to proceed [12-14]. In other
words, confusion signals that there is something wrong with the state of one’s
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knowledge [15]. Increased experiences of confusion have been linked to learning at
deeper levels [16-17]. Importantly, it is not the mere experience of confusion that
presumably benefits learning; instead it is the effortful cognitive activities inspired by
confusion resolution (e.g., reflection, deliberation) that underlie improvements in
learning [14,18]. However, all experiences of confusion are not expected to be
beneficial for learning. Learning is unlikely to occur when students are unable to
resolve their confusion either due to a lack of motivation, ability, or instructional
scaffolds. This type of unresolved or hopeless confusion should be contrasted with
productive confusion, which can eventually be resolved [18].

It has been suggested that ITSs can capitalize on the benefits of confusion by
adaptively responding to natural occurrences of confusion. For example, UNC-
ITSpoke is a novel ITS that provides adaptive feedback and instruction based on the
correctness and level of certainty in a student’s spoken response [8]. Similarly, the
Affective AutoTutor provides motivational and supportive statements to help students
persist in the learning task when it senses that they are confused [19]. Both systems
have been shown to be more effective than non-affective counterparts, but only for a
subset of students. This suggests that affective response strategies must take into
consideration individual differences, an idea that is at the core of this paper.

A somewhat different approach to reactively capitalizing on opportunities afforded
by naturally occurring confusion, is a proactive approach in which learning environ-
ments create learning opportunities through confusion induction. We have experi-
mented with this approach and had some success with confusion induction through
the presentation of system breakdowns [20], contradictory information [21-22], and
false system feedback [23]. Space limitations preclude a detailed discussion of these
studies, however, they all revealed that confusion induction and regulation was a
successful learning strategy, but only for a subset of students. It is important, then, to
understand the individual differences that influence the incidence of confusion itself,
attempts at confusion resolution, and learning outcomes associated with these
processes. In line with this, the present paper investigates the impact of individual
differences in a learning environment that induces confusion via false feedback.

Our focus is on the analysis of a data set collected from a study in which students
attempted to learn research methods while interacting with an animated tutor agent
[23]. Students diagnosed the flaws in research case studies and received feedback
(accurate or inaccurate) on the quality of the flaw diagnosis. The false feedback was
expected to trigger confusion, which would inspire deeper processing, and the
learning environment provided explanatory texts to aid confusion resolution. We
found that students learned the most when they received false feedback and were
successfully confused by the feedback. The previous paper [23] did not analyze
individual differences associated with successful learning in this environment. To
address this issue, we investigated whether individual differences impacted (1) the
effectiveness of false feedback as a method of confusion induction and (2) learning
gains in a false feedback learning environment. The individual difference measures
included in the present paper were prior knowledge, confidence in the ability to learn
from a computer tutor, perceptions of research methods (interest, willingness to put in
effort to learn), the School Failure Tolerance scale (SFT, [24]), the Attributional
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Complexity scale (ACS, [25]), and the Theory of Intelligence scale (TOI, [26]). These
measures were selected because they assess preferences for challenging material and
responses to academic challenges like those posed by confusion inducing stimuli.

2 Method

2.1  Participants

Participants (called students for the remainder of the paper) were 167 undergraduate
students from a mid-south university in the US who received course credit for
participation. Data from eleven students was not included in the present analyses
because they did not complete the individual difference measures (described below).
There were 115 females and 41 males in the sample, 62% of which were African-
American, 32% Caucasian, 4% Hispanic, and 2% Asian.

2.2  Design and Manipulation

The experiment had a within-subjects design with four conditions, one on each
research method topic (control group, experimenter bias, random assignment,
replication): positive-positive, positive-negative, negative-negative, and negative-
positive. Students completed two learning sessions in which they received accurate
feedback and two sessions of false feedback. It was not guaranteed, however, that
each student would be in all four conditions due to the fact that condition assignment
was partially dependent upon student responses. Order of feedback condition, order of
topics, and assignment of topics to conditions were counterbalanced across students
with a Graeco-Latin Square.

False feedback was delivered during dialogues with an animated tutor agent over
the course of identifying flaws in research case studies. Each study contained one
subtle methodological flaw pertaining to one of four topics. The four feedback
conditions were based on student response quality (positive: correct and negative:
incorrect) and tutor agent feedback (positive: “Yes, that’s right” and negative: “No,
that’s not right”). Students who responded correctly either received accurate, positive
feedback (positive-positive) or inaccurate, negative feedback (positive-negative).
Students in the negative-negative condition received accurate, negative feedback,
whereas those in the negative-positive condition received inaccurate, positive
feedback. It should be noted that all misleading information presented via false
feedback was corrected at the end of each dialogue and participants were fully
debriefed at the end of the experiment.

2.3  Procedure

The experiment occurred over two phases: (1) knowledge assessments and learning
sessions and (2) individual difference measures.

Knowledge Tests. Research methods knowledge was assessed with a multiple-choice
definition test and flaw identification task. The definition test consisted of eight



54 B. Lehman, S. D’Mello, and A. Graesser

multiple-choice questions. There was one question pertaining to each topic that was
discussed in the learning sessions. In addition, there were four questions that
pertained to topics not covered in the learning sessions (construct validity,
correlational studies, generalizability, measure quality). The definition test was
presented before and after all of the learning sessions had been completed (pretest and
posttest, respectively). Two versions of the test were created and order of presentation
was counterbalanced across students.

The flaw identification task consisted of a description of a previously unseen study and
students were asked to identify flaw(s) in the study by selecting as many items as they
wanted from a list of eight research methods topics. The list included four topics that could
potentially be flawed (i.e., discussed in the learning sessions) and four distractor topics
(i.e., not discussed in the learning sessions). Students also had the option of selecting that
there was no flaw, although each study contained one flaw. Near and far transfer versions
of studies were presented to students. The near transfer studies differed from the studies
discussed in the learning sessions on surface features, whereas the far transfer studies
differed on both surface and structural features. Each topic discussed during the learning
sessions had one near and one far transfer study, resulting in eight transfer studies in all.

Learning Sessions. First, students signed an informed consent, completed a brief
demographics questionnaire, and completed the pretest. Students then read a short
introductory text on research methods. Next, students completed a survey about their
perceptions of learning research methods (PLRM). These questions assessed student
interest in and willingness to put in effort when learning about research methods and
student confidence in the ability to learn from a computer tutor.

Students then began the first of four learning sessions. Each learning session
consisted of four phases: manipulation, assumption check, remediation, and post-
remediation. For the present paper only the manipulation and remediation phases are
relevant and the others are not discussed here. The manipulation phase began with
students reading a description of the study that was being discussed. Next, students
were presented with a forced-choice question to diagnose the flaw in that study. When
discussing the study with replication as its flaw, for example, the tutor agent asked the
student “Was this a good or bad replication?” Students then selected one of the three
response options: target (correct), thematic miss (incorrect but generally related to the
concept), and irrelevant distractor (incorrect and not related to the concept). Students
also rated whether they were confident or not confident in the correctness of their
response prior to receiving feedback. The majority of students (80%) were confident
in the correctness of their response [23]. The tutor agent then provided feedback about
the quality of the response. Based on the condition, the feedback delivered could
either be accurate or inaccurate, regardless of the actual quality of the response.

After receiving feedback, students were prompted to make a post-feedback
confusion judgment. Students were prompted to indicate whether a classmate would
be confused or not confused at this point in the learning session. The confusion
prompt was phrased in this manner to avoid potential biases due to students’ negative
perceptions of being in a state of confusion [21]. Reports of confusion were found to
be significantly related to increased student processing time after feedback [23].
Student processing time was assessed by asking students to indicate when they were
ready to proceed with the learning session after receiving feedback.
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In the remediation phase students were presented with an explanatory text to
potentially alleviate their confusion. The texts were adapted from the electronic text-
book that accompanies the Operation ARA! ITS [27]. Longer text reading times were
considered to indicate greater depth of processing [28], which is ostensibly related to
increased effort to resolve confusion. Post-feedback confusion judgments and
explanatory text read times served as the learning process measures.

Individual Difference Measures. In addition to the PLRM (see above), students also
completed three individual difference measures after the posttest: SFT [24], ACS
[25], and TOI [26]. The SFT consists of three subscales: prefer difficult material,
experience negative affect after failure, and take action after failure. These subscales
describe the type of material students generally prefer (difficult vs. easy; prefer
difficult) as well as the affective states that they experience (negative vs. positive;
negative affect) and how they respond after failure (take action vs. avoid; take action).

The ACS consists of seven subscales. Only four of the subscales were used in the
present analyses due to reliability issues within the current sample (see below). The
four subscales used were motivation, metacognition, complex contemporary external
explanations, and use of temporal dimension. These subscales assess the degree to
which students look for (motivation) and monitor their own behavior for
(metacognition) multiple explanations and prefer complex external explanations that
are either temporally close (contemporary) or distant (temporal) from an event. The
TOI has two subscales that represent either a theory that intelligence can be increased
through effort and training (incremental mindset) or that people have a certain level of
intelligence that cannot be altered (entity mindset). Reliability (Cronbach’s alpha) for
the nine subscales included in the analyses ranged from .616 to .915.

3 Results and Discussion

The analyses are divided into two sections. First, we conducted a k-means cluster
analysis to group students with similar characteristics. Second, we investigated
differences between clusters for the learning process and learning outcome measures.

3.1  Cluster Analysis

We used a k-means clustering method to group the 156 students into clusters.
Students were grouped based on 14 attributes that included their pretest score; self-
reported ACT score; interest, effort, and confidence from the PLRM; and the nine
subscales from the SFT, ACS, and TOI. The k value was set to 4 based on an
exploratory factor analysis and a hierarchical cluster analysis. We also experimented
with k’s of 3 and 5; however, the clusters were most distinct with k = 4.

ANOVAs indicated that 10 out of the 14 measures used to create the clusters
significantly discriminated between clusters (p’s < .05). Incremental mindset (TOI)
was only marginally significant (p < .1), while entity mindset (TOl), confidence
(PLRM), and negative affect (SFT) did not discriminate between clusters (p’s > .1).

We correlated the individual clusters (dummy coded) and the 10 aforementioned
measures in an attempt to name the clusters. Table 1 shows the pattern of correlations
and the N for each cluster. Cognitive Ability (CA) and Cognitive Drive (CD) appeared
to be the latent factors that distinguished the clusters. CA included pretest and ACT
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scores, whereas CD encompassed characteristics related to interest, effort, motivation,
determination, and persistence. Thus the four clusters were named High CA + High
CD (cluster 3), High CA + Low CD (cluster 1), Low CA + High CD (cluster 2), and
Low CA + Low CD (cluster 4).

Table 1. Patterns in correlation matrix used for cluster naming

Cluster 1 Cluster 2 Cluster 3 Cluster 4
High CA + Low CA + High CA + Low CA +
Low CD High CD High CD Low CD
(N=12) (N =068) (N=32) (N =44)
Cognitive Ability
Pretest Score + -
ACT Score + - + R
Cognitive Drive
PLRM: Interest + + -
PLRM: Effort - +
SFT: Prefer Difficult + -
SFT: Action - + -
ACS: Motivation - + -
ACS: Metacognition -
ACS: Contemporary - + +

ACS: Temporal -

Notes. +’s or —’s indicate positive or negative correlations at p < .10.

3.2 Differences between Clusters

Next, we investigated differences between clusters for the learning process and
learning outcome measures. Analyses were conducted separately for each type of
learning session: positive-positive, positive-negative, negative-negative, and negative-
positive. The High CA + Low CD cluster was not included in the present analyses due
to the low N of 12. We conducted non-parametric Kruskal-Wallis tests with
Mann-Whitney U post hoc tests when the variables were not normally distributed and
ANOV As with Bonferroni post hoc tests otherwise.

There were no significant cluster differences for the accurate feedback learning
sessions (positive-positive, negative-negative). Thus, the discussion will focus on the
false feedback learning sessions (positive-negative, negative-positive).

Learning Process Measures. There were marginally significant differences between
clusters for the post-feedback confusion judgments in both false feedback learning
sessions: positive-negative: ;f (2, N=119) =5.47, p = .065; negative-positive: ;f 2,N
=99) =4.56, p = .102 (see Table 2). For the positive-negative sessions the High CA +
High CD cluster reported significantly more confusion than the Low CA + Low CD
cluster (p = .034). The other cluster comparisons were not significant. For the
negative-positive sessions, the High CA + High CD cluster reported more confusion
than the Low CA + High CD cluster (p = .045) and was the only significant cluster
difference. These findings suggest that students must know enough and be sufficiently
driven to recognize that there is a discrepancy in the system feedback.
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Table 2. Descriptives for learning process measures

Measure High CA + High CD Low CA + High CD Low CA + Low CD
Confusion
(Proportion)
Positive-Negative 704 475 .636
Negative-Positive .630 381 412
Text Read Time
M(SD) in secs
Positive-Negative 75.5 (36.7) 68.5(41.8) 78.2 (45.2)
Negative-Positive 97.9 (45.8) 78.2 (52.6) 62.6 (46.9)

There was a significant cluster difference in explanatory text reading times for the
negative-positive sessions, F(2, 96) = 3.55, p = .032 but not for the positive-negative
sessions (p = .528) (see Table 2). For the negative-positive sessions, the High CA +
High CD cluster read for longer than Low CA + Low CD cluster (p = .027). The other
cluster comparisons were not significant.

Learning Outcome Measures. Student performance on the definition posttest was
assessed by selection of the correct answer option. For both transfer tasks student
performance was assessed with hits (correctly identifying the presence of a flaw).
There were no significant differences on the definition posttest for either of the false
feedback learning sessions (p’s > .1).

However, there were significant cluster differences on the flaw identification task
(see Table 3). For the near transfer task, there were significant differences between
clusters for the positive-negative sessions, ;f (2, N=118) = 6.24, p = .044. The High
CA + High CD (p = .033) and Low CA + High CD (p = .026) clusters performed
better than the Low CA + Low CD cluster. The High CA + High CD and Low CA +
High CD clusters did not significantly differ. There was not a significant difference
between clusters for the negative-positive sessions (p = .568).

Table 3. Proportion of correct flaw detection for the flaw identification task

Measure High CA + HighCD Low CA + HighCD Low CA + Low CD
Near Transfer
Positive-Negative .538 466 273
Negative-Positive .500 .583 471
Far Transfer
Positive-Negative 315 .169 182
Negative-Positive .545 226 318

There were significant differences between clusters for the negative-positive
sessions for the far transfer task, ;f (2, N=97) =7.32, p = .026. The only significant
cluster difference was that the High CA + High CD cluster performed better than the
Low CA + High CD cluster (p = .008). There was not a significant cluster difference
for the positive-negative sessions (p = .248).



58 B. Lehman, S. D’Mello, and A. Graesser

These findings show that false feedback can promote learning at a deeper level, but
that false feedback was most beneficial for a particular group of students (i.e., High
CA + High CD). It is interesting, however, that the High CA + High CD cluster only
performed better on the near transfer task when in the positive-negative learning
sessions and the far transfer task when in the negative-positive learning sessions. We
hypothesized that the increased performance on the transfer tasks could be related to
the increased effort to resolve confusion (i.e., longer text read times) by the High CA
+ High CD cluster when in the false feedback learning sessions.

To address this hypothesis, we explored cluster differences on the transfer tasks
when students were divided into those who read the text more quickly and read more
slowly via a median split. There were no significant cluster differences when students
read more quickly (p’s > .05). However, when students read for longer, the High CA
+ High CD cluster performed better than the Low CA + Low CD cluster on the near
transfer task, ;f (2, N=61) =6.92, p =.031, and better than the Low CA + High CD
cluster on the far transfer task, ;f (2, N=62) =5.88, p = .053, for the positive-negative
sessions. A similar pattern was found for the far transfer task in the negative-positive
sessions, ;{Z(2, N = 48) = 6.72, p = .035, with the High CA + High CD cluster
outperforming the Low CA + High CD cluster. These findings suggest that effortful
attempts at confusion resolution were needed to perform well on the transfer tasks.

4 General Discussion

Recent research has focused on developing ITSs that promote learning through
adaptive scaffolding based on both student cognition and affect [5-9]. It is also
important, however, to determine the individual differences (e.g., interest, prior
knowledge, learning styles) that influence the effectiveness of these affect-aware
learning interventions because there is no one-size-fits-all approach to learning. As a
step in this direction, we investigated the relationship between individual differences,
confusion, and learning within a learning environment that proactively induces
confusion as a means to promote deep inquiry.

A cluster analysis on a number of individual difference measures indicated that
students differed with respect to cognitive ability and cognitive drive. We found that
students with a combination of high cognitive ability and high cognitive drive
benefited the most from the current learning environment. These students were
successfully confused by the false feedback (induction) and performed better on the
transfer tasks (learning). It is critically important to note that the high cognitive ability
and high cognitive drive cluster did not simply learn more than the other clusters in all
learning sessions. This cluster of students only outperformed the other clusters on
transfer tasks when they received false feedback. Moreover, these students only
outperformed the other clusters on the difficult far transfer task when they received
false feedback and read the text for longer in an effort to resolve their confusion.

Despite these promising findings, some critics might object to the use of false
feedback due to the potential for negative impacts on learning. This is a valid concern
for more authentic learning contexts and for this reason it is important to understand
which students do and do not benefit from this method of confusion induction.
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However, it is important to note that previous analyses showed that inaccurate
feedback did not negatively impact learning in the present experimental research [23].

Now that we have identified which students benefited from false feedback in the
present learning environment, the next step is to determine how to help other students
benefit from experiences of confusion during learning. There are two aspects of the
learning environment that can be targeted. First, false feedback is not the only method
of confusion induction. It may be the case that productive confusion is triggered by
different stimuli for different students (e.g., system breakdowns [20], contradictory
information [21-22]). Second, presentation of an explanatory text may not have been
the most appropriate method of confusion remediation for all students. Students who
are lower in cognitive ability and cognitive drive may need more adaptive, targeted
scaffolding (e.g., critical information [8] or encouragement [19]). Or perhaps, it is
simply better to avoid confusing these students and rely on more explanation-focused
pedagogical approaches. Future research will need to differentially adapt both
confusion induction and remediation strategies for different individual differences to
maximize learning for all students.
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Abstract. In this study we aligned and compared self-report and on-line emo-
tions data on 67 college students’ emotions at five different points in time over
the course of their interactions with MetaTutor. Self-reported emotion data as
well as facial expression data were converged and analyzed. Results across
channels revealed that neutral and positively-valenced basic and learner-
centered emotional states represented the majority of emotional states
experienced with MetaTutor. The self-report results revealed a decline in the in-
tensity of positively-valenced and neutral states across the learning session.
The facial expression results revealed a substantial decrease in the number of
learners’ with neutral facial expressions from time one to time two, but a fairly
stable pattern for the remainder of the session, with participants who
experienced other basic emotional states, transitioning back to a state of neutral
between self-reports. Agreement between channels was 75.6%.

Keywords: Emotions, affect, intelligent tutoring systems, pedagogical agents.

1 Emotions during Learning with I'TSs

Effective learning and students’ experience of emotions are critically related [e.g.,
1,2]. For ITS research, this translates into a recognized need to design systems with
embodied pedagogical agents (PAs) that use Al algorithms to detect, model, and
adapt to changes in learners’ emotional fluctuations, in order to promote adaptive
emotional states that will facilitate learning [3-5]. Despite the recent surge in interdis-
ciplinary research on emotions and affective computing [6], little is known about
many important facets of learners’ emotional experiences with ITSs, such as how
learners’ emotions fluctuate over time (e.g., over the course of a learning session) and
how different components (behavioral, physiological, and experiential) of emotions
align. Identifying patterns in learners’ emotional experiences over time is critical to
understanding how learners’ feel as they progress temporally through the learning
session. In particular, such finer-grained analyses provide valuable diagnostic infor-
mation regarding events or time segments to focus system changes on, such as
changes to the rules used to determine system dynamics or the creation of new
PA-delivered emotional interventions. It is equally paramount to assess the conver-
gence of different methods for measuring emotions in order to establish convergent
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validity between methodologies and to further our psychological theories of emotions
regarding, for example, the loose or tight coupling of different emotional expression
components [7]. Answering these questions will help ITS researchers design more
effective emotionally adaptive ITSs with improved calibration between the emotion-
regulating prompts provided by PAs and learners’ emotional states. Furthermore, this
important user-diagnostic information will also help reduce the negative outcomes
associated with mis-calibrations between participants’ experienced emotional states
and ITSs’ understanding of them [3-5].

1.1  Research Objectives

There were three primary purposes of this study. (1) To examine learners’ emotional
responses across the MetaTutor learning session to determine which emotions were most
prominently experienced and whether they changed as the learning session unfolded. (2)
To examine whether significant differences in learners’ emotional experiences existed
between MetaTutor’s two PAs scaffolding conditions: prompt and feedback (PF) and
control (C). (3) To examine whether there was convergent evidence of learners’
emotional experiences between the two emotion measurement methods we used:
automatic facial expression analysis (FaceReader 5.0 [8]), and an in-session, concurrent,
emotional state self-report measure (Emotions-Value questionnaire).

2 Methods

2.1  Participants

67 undergraduate students from a large, public university in North America partici-
pated in this study. Participants (82.8% female, 72.4% Caucasian) were randomly
assigned to either the C or PF condition.

2.2  MetaTutor and Apparatus

MetaTutor [9] is a multi-agent ITS and hypermedia learning environment which con-
sists of 38 pages of text and static diagrams organized by a table of contents displayed
in the left pane of the environment. The version of MetaTutor used in this experiment
is comprised of material on the human circulatory system, which it is designed to
teach participants about during their interactions with four embedded, pedagogical
agents (PAs). The four PAs’ instructional scaffolding varied depending on the
experimental condition learners were assigned to (aside from PA scaffolding, the C
and PF conditions were identical). In the PF condition, learners were prompted by the
PAs to use specific self-regulatory processes (e.g., to metacognitively monitor their
emerging understanding of the topic or deploy a specific cognitive learning strategy
such as re-reading or coordinating informational sources), and were given feedback
about their use of those processes. In the C condition, participants did not receive
prompts or feedback.
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A Logitech Orbit AF webcam was used to record the participants’ faces during
their interaction with MetaTutor. In accordance with FaceReader’s guidelines, the
camera was mounted above the monitor of the computer participants were using, in
order to capture their faces, but not obstruct the screen. Videos were recorded as
WMV files with a resolution of 1600x1200, and 12.1 frames per second on average.

2.3  Measures and Materials

FaceReader 5.0. FaceReader [8] analyzes participants’ facial expressions and
provides a classification of their emotional states using an Active Appearance Model
which models participants’ facial expressions, and an artificial neural network with
seven discrete outputs, corresponding to Ekman and Friesen’s six basic emotions [10]
in addition to neutral, that classifies participants’ constellations of facial expressions.
FaceReader has been validated through comparison with human coders [11]. Videos
recorded during the two sessions of the experiment (with an average length of 40 and
100 minutes respectively) were imported and used to calibrate FaceReader with Gen-
eral or Asian face models. Videos of the second session (when the learning occurred)
were then analyzed with the “smoothen classification” parameter enabled.

Emotions-Value Questionnaire (EV). During the learning session, participants were
asked on five occasions (see section 2.4) by a PA to complete the EV questionnaire,
for which each participant responded to 20 items: 19 items on emotions and 1 item on
task value which was not considered in this analysis. These items were on a 5-point
Likert scale ranging from “Strongly Disagree” to “Strongly Agree.” One example
item is: “right now I feel engaged.” The 19 emotions that are measured using the EV
represent an exhaustive list of discrete basic and learner-centered emotions that ap-
pear in the research and theories of a variety of emotion researchers [e.g., 2, 12]. De-
finitions, based on these researchers’ work and operationalizations of these emotions,
were used to create a digital, definition hand out that was provided in a side panel to
participants every time they filled out an electronic version of the EV embedded in
MetaTutor. The instructions and wording of the questions were based on a subscale of
Pekrun et al. [13] academic emotions questionnaire (AEQ) which assesses partici-
pants’ concurrent, ‘right now’ state-emotions as opposed to emotions generated from
prospective or retrospective focal points. The majority of the 19 emotions can be con-
ceptualized into different quadrants along the axis of valence (positive/negative) and
activation (activating/deactivating) [2, 13].

2.4  Experimental Procedure

During Day One of the experiment, which took approximately 30 minutes,
participants read and signed the informed consent form, took a pretest on the human
circulatory system, completed a demographics questionnaire, and several self-report
measures (e.g., AEQ trait emotions) on a computer with their face being video
recorded. For Day Two, we collected video, audio, eye-tracking, and physiological
data on each participant while they used MetaTutor for about 90 min to learn about
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the human circulatory system. At the beginning of the learning session participants set
up two sub goals for learning about the human circulatory system and proceeded to
interact with MetaTutor and its learning content for one hour; half-way through, they
were asked to complete the concurrent state AEQ and then invited to take a five-
minute break. At the end of their learning session, learners filled out the post-test
measure and a series of self-report measures, including the retrospective state AEQ.
Days One and Two occurred at least one hour apart from each other and no more than
four days apart. The first time participants filled out the EV was at the beginning of
the learning session after they had successfully set two sub goals. The following occa-
sions occurred regularly every 14 minutes during the on hour learning session, with
the fifth EV being administered just before learners’ took the post-test. Participants
had as much time as necessary to fill out the EV on each occasion.

2.5 Data Analysis

FaceReader 5.0. FaceReader provides a score between 0 and 1, for each frame of
each participant’s video for each of Ekman's six basic emotions, in addition to neutral.
FaceReader also provides information about the dominant emotional state (computed
with a proprietary algorithm using the scores of the seven emotional states in the
previous frames) and timestamp information regarding the on and offset of the hierar-
chical rankings of these states. In these analyses, we aligned FaceReader’s dominant
state with the EV by extracting log information corresponding to the 10 seconds of
video footage of participants right before they were asked to fill in each of the EVs.
We selected the primary dominant state defined as the state reported as dominant
during the majority of the 10 seconds. In 80.7% of the cases, no other unique emotion
was dominant for more than 3s, which makes it unnecessary to consider the possibili-
ty of a secondary co-occurring emotion [14]. Moreover, in 92.9% of the remaining
situations, neutral was either the primary or secondary dominant emotion.

67 participants were analyzed, but nine of them were excluded from our sample
because their dominant state in the 10s for at least three of the five EVs were identi-
fied as “Unknown” by FaceReader (this situation generally occurs when the partici-
pant’s face is not sufficiently oriented towards the webcam, e.g. when they look down
to type on the keyboard).

In order to evaluate the agreement between the self-reported emotions in the 5 EVs
and the dominant emotion identified by FaceReader during the 10s before, we started
by defining a mapping between the 13 non-basic emotions from the EV onto the 6
basic emotions in addition to neutral that are used by FaceReader to classify partici-
pants’ emotions. Using work from Pekrun et al. [2, 13] on the AEQ, (1) all positively
valenced activating emotions (enjoyment, hope, pride, curiosity and eureka) were
associated with happy; among the negatively valenced activating emotions, (2) fru-
stration was grouped with anger, (3) anxiety with fear and (4) contempt with disgust,
and (5) all negatively valenced deactivating emotions (hopelessness and boredom)
were associated with sadness, while the (6 and 7) non-valenced emotions (neutral and
surprise) were kept as two distinct categories. Two additional emotions (confusion
and shame) used in the EV could not be associated to any basic emotions and were
therefore discarded for this analysis.
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Given these seven groups of emotions, we defined that there was an agreement be-
tween FaceReader’s dominant emotion and the EV if and only if one of the emotions
associated to FaceReader’s dominant emotion was rated with a score of 3 or more
(out of 5) in the EV (e.g., if the dominant emotion according to FaceReader is anger,
either anger or frustration need to have a score of 3 or more in the EV). The 20 (out of
290) occurrences of “Unknown” were excluded from this analysis.

EV. Several scores on different emotions on the EV measure were identified as univa-
riate outliers with standardized scores exceeding z = +/- 3.29 and were therefore re-
placed with the next most outlying values for each variable [15]. Several variables
were identified as being skewed with values exceeding z = +/- 3.20. Only emotion
variables that were skewed across all five EVs were transformed, including fear,
shame, hopelessness, disgust, sadness, and eureka. Square root, logarithmic, and in-
verse transformations were performed, but did not normalize the distributions for all
variables (only hopelessness and eureka). Two to three of the five EV variables for
anger, contempt, surprise, and confusion were skewed, but were not transformed in
order to maintain consistency across the measures of each emotion.

3 Results

3.1 Which Emotions Were Most Prominent in Learners’ Experience with
MetaTutor and Did They Change during a One-Hour Learning Session?

Emotion-Value Questionnaire. We ran 19 repeated measure ANOVAs on the level
of each self-reported emotion between the two conditions and across the five EVs.
Table 1 provides the means and standard deviations (SDs) of each of the 19 emotions
for each of the five EVs. Neutral (M = 3.36; SD = 0.64), curiosity (M = 2.93; SD =0.71),
and hope (M = 2.89; SD = 0.54) had the highest mean levels when averaging all the
EVs together. The inferential results of the repeated measure ANOVAs, summarized
in Table 2, illustrate that the administration of the EV exerted a significant main effect
on learners’ experience of happiness, enjoyment, hope, pride, anger, frustration, sur-
prise, confusion, curiosity, and neutral. In the interest of space, only significant results
are reported in Table 2. Pairwise difference tests, conducted using a Bonferoni correc-
tion, revealed which EVs learners’ emotions significantly differed between.

FaceReader. Table 3 provides a summary of the results obtained from FaceReader in
which the frequencies and proportions of participants’ dominant emotions are
reported for each EV. Figure 1 illustrates the proportions from Table 3 using different
gradients of circle sizes. Line gradients represent the number of participants who tran-
sition from one basic emotion state to another. For example, in the 10 sec. before par-
ticipants reported their emotions on EV1, more than 50% of them (which we know to
be 77.6% from Table 3) had a neutral facial expression. The thin solid blue lines show
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Table 1. Summary of means and standard deviations on emotions using the Evs

Emotion 1 2 Avg.

M SD M SD M SO M SD M SD M SD
Happy 303 0.67 290 1.00 262 093 259 097 259 1.12 274 048
Enjoy. 307 095 291 1.14 266 1.00 257 1.06 250 1.05 2.74 0.52
Hope 338 0.88 3.07 1.06 274 094 2.69 1.05 2.57 0.06 2.89 0.54
Pride 274 081 267 098 238 095 248 1.05 240 097 253 0.51
Anger 141 072 1.67 091 174 1.02 195 1.08 1.62 095 1.68 041
Frust. 1.99 125 216 127 241 141 260 134 228 1.36 229 0.63
Anx. 234 1.09 231 126 234 134 219 125 224 122 229 0.62
Fear 1.36 0.61 124 043 129 0.65 128 0.56 134 0.63 130 021
Shame 1.60 090 159 088 1.52 090 1.40 0.84 1.57 0.88 1.53 0.34
Hopel. 148 080 152 086 1.72 1.07 1.76 1.08 1.67 1.07 1.63 0.40
Bored 247 1.16 2.69 1.13 266 137 2.64 144 257 142 260 0.69
Surp. 190 1.02 2.03 1.14 143 070 1.66 0.89 152 0.80 1.71 0.56
Cntmpt. 1.84 1.14 178 1.12 176 1.16 195 1.18 1.72 1.18 1.81 0.42
Disgust 1.16 037 126 055 121 055 122 056 134 0.69 1.24 0.17
Confus. 191 094 210 1.13 209 1.11 1.76 098 1.72 099 192 0.2
Curios. 357 1.06 3.05 123 286 1.15 271 124 248 120 293 0.71
Sad 1.26 055 136 064 128 059 1.28 056 144 0.78 132 0.25
Eureka 1.50 0.78 1.74 1.09 1.66 098 1.67 1.05 157 098 1.63 0.34
Neutral 388 1.04 326 125 324 126 331 125 3.12 1.30 336 0.64

Table 2. Summary of Significant Repeated Measure ANOV A Results Using EVs

2

Emot. df F P n; Pairwise difference
(p<.05)?

1,2 1,3 14 1,5 23 24 2,5 34 35 45
Happy 3.2,177.9 5.77 0.01* 0.09 > > >
Enjoy. 4,224 7.77  0.00*% 0.12 > > >
Hope 3.3,182.8 15.30 0.00* 0.22 > > > >
Pride 4,224 3.52  0.01* 0.06
Anger 4,224 5.76  0.00* 0.09 < >
Frust. 3.3,184.9 4.57 0.00* 0.08 < <
Surp. 3.2,179.2 6.54 0.00* 0.11 > >
Confus. 4, 224 3.50 0.01* 0.06
Curios 3.3,186.6 14.55 0.00* 0.21 >
Neutral 4,224 7.32 0.00*% 0.12

*p < 0.05.

Note: Greater than signs indicate which emotion’s mean for each EV was larger
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that between five and nine of these participants transitioned to a state of surprise or
happiness before taking the second EV; the dotted blue line indicates that four or less
transitioned to a state of sadness; and the thick, solid blue line indicates that 10 or
more also had neutral facial expressions, once again, prior to filling out the EV2.

Table 3. Frequencies and Proportions of Emotions using FaceReader in the 10s before each EV

Emotion 1 2 3 4 5
Frequ. % Freq. % Freqq % Freqq % Freq. %
Neutral 45 77.6 30 51.7 31 534 33 56.9 32 552

Happy 5 8.6 11 19.0 12 20.7 17 203 11 19.0
Surprise 2 34 7 12.1 1 1.7 1 1.7 3 5.2
Fear - - - - - - - - - -
Anger 2 34 - - 2 34 2 34 3 5.2
Sad 2 34 4 6.9 7 12.1 3 5.2 3 5.2
Disgust - - - - - - 1 .7 - -
Unknown 2 34 6 10.3 5 8.6 1 1.7 6 10.3
Sum 58 100 58 100 58 100 58 100 58 100
Dis 3
Sca <1
1-4
Sur - 5-9
— =10
Ang -
0%
sad {|« = 0.01-10%
® @ 10-25%
Hap | 1@ @ 25-50%
() 50-100%
Neu|-

V1 Ev2 EV3 EV4 EV5
Fig. 1. Transitions between basic emotions using FaceReader data

3.2  Were There Significant Differences in Learners’ Emotional Experiences
between MetaTutor’s Two PAs Scaffolding Conditions?

One of the previously described repeated measure ANOVAs revealed a significant
main effect of condition on learners’ self-reported emotional states: neutral, F(1, 56)
=5.87,p <. 02, nzl, = 0.10. A second repeated measure ANOVA, found a significant
interaction effect between EV and condition for sadness F(3.01, 168.70) = 2.73, p <
.05, nzp = 0.05. Levene’s test of equality of error variances was violated for three of
the five EV self-reports for sadness, however, therefore this effect should be inter-
preted with caution. No other significant effects of condition were found.
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3.3  Is There Converging Evidence of Learners’ Emotional Experiences between
Self-report and On-Line Measures?

Using the method described above to compare self-reported and classified (through
FaceReader) emotions, we established an agreement rate' of 75.6%, suggesting that
FaceReader can be used reasonably well to assess learner’s emotions, even if it cannot
provide a fine-grained identification of non-basic (i.e., learner-centered) emotions.

4 Discussion

In response to our first research question (which emotions are most prominent in learn-
ers’ experience with MetaTutor and do they change as the learning session unfolds?) we
found that neutral, curiosity and hope had the highest mean levels when averaging all the
EVs together. We also noted that of the 19 emotions assessed using the EV, learners’
experience of happiness, enjoyment, hope, pride, anger, frustration, surprise, confusion,
curiosity, and neutral meaningfully differed across the learning session, while the others
remained more stable. In looking at these fluctuations more closely a pattern emerges in
which learners’ positive, activating emotions and neutral states tended to decline as the
session progressed, most notably, between the administration of EV1 and EV3. These
patterns draw our attention to a need for an intervention to sustain higher levels of
positive emotions (e.g., curiosity, engagement) and neutral states. Another pattern that
ran in the opposite direction was the negative, activating emotions anger and frustration,
which gradually increased as the session progressed and peaked just before participants
filled out the EV4.
In examining the results from FaceReader we observed, similarly, that neutral and
a positive activating emotion, happiness, made up the largest proportions of partici-
pants’ emotional experiences. In particular, most participants embodied a neutral state
at each of the EVs, though a substantial proportion of them transitioned to a positive
state; the majority of which either transitioned back to a state of neutral or another
emotional state before the next EV was administered. It is notable that, similar to the
EV self-report analyses in which participants reported low mean levels of negative
emotions, few participants facially embodied negative emotions and those who did
didn’t tend to remain fixed in that state. For example, all of the participants who em-
bodied a sad facial expression before EV3 transitioned to a neutral state before EV4.
In summary, these results are favorable, especially considering that MetaTutor is not
presently designed using gamification features (e.g., points, story elements) or to pro-
vide interventions that specifically aim to improve or sustain learners’ (adaptive)
emotions. Furthermore, most students were not biology majors> and the content was
not designed to be related to a specific course for those who were.
In general, the answer to our second research question, did significant
differences in learners’ emotional experiences exist between MetaTutor’s two PAs

! Because learners were not asked to provide their dominant emotion among the 19 proposed, it
is not possible to provide a kappa value.
293% of students majored in non-biology fields (e.g., psychology, economics, engineering).
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scaffolding conditions, is no. Overall, given the low level of negative emotions re-
ported and observed facially, this suggests that at the very least, the more advanced
and adaptive feedback that MetaTutor’s PAs are providing are not being responded to
with negative feelings.

This study also demonstrated that different emotion (behavioral and experiential)
measurement methodologies (facial expressions analyses and self-report) can be
effectively aligned and produce convergent results. This is particularly notable be-
cause of the differences between these two measures. Specifically, the EV assesses
the level (e.g., intensity) of a set of potential emotional experiences concurrently,
while FaceReader assesses which emotional state learners’ are in based on fit with
pre-learned facial expressions. Furthermore, these two methods are based on different
theories of emotion and use different sub sets of discrete emotions. As a result,
despite the strong agreement rate (75.6%), there are some differences in terms of the
overall patterns, such as the decline in mean levels of positive activating emotions
when they are measured separately with the EV vs. the increase in learners’ facial
expressions of happiness (up to EV 4). This apparent variation in patterns may be
the result of subtle differences between the facial embodiment of an emotion and its
psychological experience and corresponding self-report. For example, a participant
may smile and self-report a 3 on the EV regarding a feeling of pride. In this example,
the learner reported experiencing a moderate intensity level of a positive activating
emotion (pride) related to FaceReader’s classification of happiness as the dominant
emotional state, which would be counted as an agreement between the methods.

In conclusion, the high agreement rate we found between methods and convergent
results (e.g., that neutral and positively-valenced basic and learner-centered emotional
states represented the majority of emotional states experienced with MetaTutor) bol-
sters the validity of our emotion assessments and provides a strong foundation to
make valid and reliable diagnostic examinations of learners’ emotions at discrete
points during learning with MetaTutor. Conceptually and theoretically, our results
provide evidence that the experiential and behavioral components of emotions are
tightly coupled. Educationally, improved measurement strategies of emotions will
lead to better calibrated interventions that can be designed to support and sustain
adaptive emotional states during learning with ITSs.
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Abstract. Maintaining learner engagement is critical for all types of learning
technologies. This study investigated how choice over a learning topic and the
difficulty of the materials influenced mind wandering, engagement, and learn-
ing during a computerized learning task. 59 participants were randomly
assigned to a text difficulty and choice condition (i.e., self-selected or experi-
menter-selected topic) and measures of mind wandering and engagement were
collected during learning. Participants who studied the difficult version of the
texts reported significantly higher rates of mind wandering (d = .41) and lower
arousal both during (d = .52) and after the learning session (d = .48). Mind
wandering and arousal were not affected by choice. However, participants who
were assigned to study the topic they selected reported significantly more posi-
tive valence during (d = .57) but not after learning. These participants also
scored substantially higher on a subsequent knowledge test (d = 1.27). These
results suggest that choice and text difficulty differentially impact mind
wandering, engagement, and learning and provide important considerations for
the design of ITSs and serious games with a reading component.

Keywords: engagement, mind wandering, reading, serious games, affect.

1 Introduction

Keeping learners attentive and engaged has long been an important challenge for
computerized learning systems. Although learners might begin a session with some
enthusiasm and involvement, engagement wanes as time passes [1-3] and learners
start to disengage by zoning out or engaging in unproductive, off-task behaviors
[4-6]. These types of behaviors have been linked to negligible learning, lowered in-
terest, and attrition in academic contexts [6—8]. The problem of diminished or outright
disengagement during a learning session threatens the effectiveness of educational
technologies because engagement is a necessary (but not sufficient) condition for
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learning, particularly at deeper levels. Therefore, advances in uncovering and detect-
ing the factors that trigger disengagement are sorely needed.

Engagement is a complex meta-construct with behavioral, affective, and cognitive
components that vary both situationally and dispositionally [9]. Effort and task persis-
tence constitute some of the behavioral components of engagement [9], while the
affective components include valence, arousal, and discrete emotions like interest and
curiosity. The cognitive components of engagement include attention, concentration,
and the use of learning strategies. There have been an increasing number of studies
that focus on the behavioral and affective components of engagement [10-12], yet
very little attention has been given to some of the cognitive components.

One such component is the phenomenon of mind wandering (or zoning out or day-
dreaming). Mind wandering is the attentional shift away from processing external,
task-related information towards the processing of internal, task-unrelated information
[13]. Mind wandering is detrimental to a range of educational activities as reviewed
by [14]. This is because active comprehension involves extracting information from
the learning environment and aligning this information with existing mental models
that are ultimately consolidated into long term memory structures [15-18]. A coupl-
ing between external information (task) and internal representations (existing mental
model) is essential for meaningful comprehension of the material. Mind wandering
signals a breakdown in this coupling process [19-20].

To date, very little research in the AIED and ITS communities have been devoted
to the study of mind wandering. One notable exception is a study by [4] that focused
on using acoustic-prosodic and lexical features to detect self-reported instances of
zoning out during a spoken learning session. Hence, the present paper consists of
some basic research to identify the factors that influence engagement and mind wan-
dering during a computerized learning task.

One important factor that might play a role in maintaining engagement during
learning sessions is the difficulty of the material. For example, [21] reported that mind
wandering was more frequent when participants read difficult texts compared to easy
texts and that mind wandering also had a more negative impact on comprehension for
the difficult texts. However, this study used narrative texts, so there is the question of
whether these findings generalize to learning from academic texts.

Another factor that might impact engagement is the perception of choice over the
learning material. The control-value theory of emotion posits that learners’ appraisals
of subjective control and value about an activity predict the emotions that will arise
during a learning session [3, 22]. Engagement is hypothesized to be higher when
learners have control and some autonomy over the learning task [23-24]. One pioneer-
ing study by [25] provided some evidence to support this claim. They gave learners
choices over non-instructional components of a serious game (e.g., character icons
and names). Learners who were given choices liked the system better, wanted more
time with the system, and performed better on a math test. More recently, [26] found
that when children had control over an interactive storybook, they showed more inter-
est and less dramatic declines in attention, compared to when adults were in control.
Another study by [27] found that more interest was reported when learners chose the
order in which texts were presented. Interest, in turn, influenced affect, learning, and
persistence.
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The studies discussed above have focused on the influence of choice and difficulty
on promoting engagement. However, these factors have been studied in isolation, so
there is the question of whether these factors interact to influence engagement. For
example, are difficult topics more engaging when learners perceive a choice over the
topics? In line with these questions, the goal of the present research was to investigate
how text difficulty and perceived choice affect engagement and learning during a
computerized learning task consisting of reading instructional texts. We focused on
text reading because students arguably spend more time studying from textbooks than
other learning activities and reading is often considered to be non-interactive and
boring. Reading is therefore an excellent context to investigate engagement.

The texts used in the present study were modified versions of materials from a
serious game called Operation ARIES! [28]. Operation ARIES! teaches scientific
critical thinking through a series of modules, including reading about core concepts
from an online textbook and having conversations with animated pedagogical agents.
We focused on the reading portion, because it lacks interactivity and it is solely up to
the learner to maintain attention during reading in order to learn the material.

The current experiment had a 2 x 2 (text difficulty x perceived choice) between
subjects design. For the difficulty manipulation, participants received an easy or
difficult version of a scientific reasoning text. For the choice manipulation, partici-
pants were given a choice of two text titles, and either received the text they selected
to read (self-selected) or the text they did not select (experimenter-selected). Engage-
ment was measured in two ways: (1) self-reported levels of valence and arousal
(affective component) and (2) mind wandering reports via auditory probes, which is a
standard way to track mind wandering [13, 29]. We focus on three research questions:
(1) What is the rate of mind wandering during a computerized learning task?, (2)
What is the impact of perceived choice and text difficulty on mind wandering,
valence, and arousal?, and (3) Do perceived choice and text difficulty affect text
comprehension?

2 Method

2.1  Participants and Design

There were 59 participants recruited from Amazon’s Mechanical Turk™ (AMT).
AMT allows individuals to receive monetary compensation for completing Human
Intelligence Tasks online. Participation was limited to native English speakers at least
18 years of age. The mean age was 38.4 years old (SD = 12.3). On average, the study
lasted 22 minutes and participants were compensated $1.75. Past research suggests
AMT is a reliable and valid source for collecting experimental data [30-31]. There are
also some advantages to using AMT with respect to diversity, at least when compared
to typical undergraduate samples used in many research studies.

The experiment had a 2 x 2 between subjects design in which choice (self- selected
vs. experimenter-selected) and text difficulty (easy vs. difficult) were randomly
assigned. Details on these manipulations are given below.
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2.2  Materials

Text Manipulations. The experimental texts were adapted from two texts about research
methods used in the serious game, Operation ARIES! [28]. Both texts focused on a
research methods concept: (1) the dependent variable and (2) making causal claims.
Texts began with a case study that demonstrated how the respective concept applies to
real world situations and followed with explanations and examples demonstrating uses
for the concept.

Easy and difficult versions were created for each text by manipulating the two texts on
the following dimensions: narrativity, sentence length, word frequency, syntactic simplic-
ity, and referential cohesion. These were identified by [32] as the textual features that
contribute to text difficulty and conceptual clarity. Easy versions were created to be more
narrative, with shorter sentences and fewer low frequency words. They were also made
more cohesive by replacing ambiguous pronouns with proper nouns. Difficult texts had
longer, more complex sentences with more low frequency words. Both versions, howev-
er, had the same conceptual content and were approximately 1500 words.

Significant differences in text difficulty were assessed by comparing easy and
difficult texts via three measures: (1) Flesch-Kincaid Grade Level (FKGL), (2) Coh-
Metrix (a text-analysis software) indices of difficulty [33], and (3) subjective human
ratings. First, we ensured that the FKGL were at least two grade levels different. Easy
texts were at grade 9 and difficult texts were grade 11. Second, we looked at a more
systematic assessment of difficulty based on the Coh-Metrix indices of difficulty
(narrativity, referential cohesion, deep cohesion, and syntactic simplicity). Higher
values of each index indicate that a text is easier to read. Easy and difficult texts were
significantly different based on these four indices in the expected direction (average p
< .05). Finally, we completed a pilot study to make sure that humans perceived the
texts to differ in levels of difficulty. Humans rated the difficult texts to be significant-
ly more difficult after reading (d = .93), p < .05. There were also no differences
between the two texts (e.g., easy dependent variable text compared to easy causal
claims text) among these three dimensions.

Learning Measures. Learning was measured through multiple-choice deep reasoning
questions (nine questions per text). These questions were developed in adherence to
the Graesser-Person question asking taxonomy [34] specifically targeting logical,
causal, or goal-oriented reasoning. Each participant received a three-question pretest
and a six-question posttest, which corresponded to the specific text they read.

2.3  Procedure

After filling out an electronic consent form, participants completed a pretest that con-
sisted of three deep reasoning questions to assess prior knowledge, followed by in-
structions for the self-paced learning task. Self-paced reading was adopted for this
task to eliminate any pressures from time constraints.

The choice feedback manipulation occurred before participants began reading the
text. First, participants were presented with two different headlines (one for each text)
and were asked to choose which one they would like to read. The headlines were:
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(dependent variable) “Are you being controlled by subliminal messages hidden in
plain sight?” and (making causal claims) “Wipe that tired expression off your face!
This new energy pill is bound to put some pep in your step!”

After selecting a headline, participants were immediately given feedback to indi-
cate whether or not they would be given their selected text to read. Participants were
randomly assigned to either receive the text they selected (self-selected) or the text
they did not select (experimenter-selected). Participants who received the self-
selected text were given the message, “Good news for you! You'll read the text you
wanted to read!” Alternatively, participants who received the experimenter-selected
text received the following message: “Unfortunately, you'll be reading the text you
did not choose. Too bad.” This feedback manipulation explicitly informed partici-
pants about whether or not their headline selection influenced the text they received.

Prior to engaging in the self-paced reading, participants were informed that an au-
ditory probe (i.e., a beep) would periodically sound during reading. At the time of the
probe, they were instructed to indicate whether or not they were currently mind wan-
dering by hitting “Y” (yes) or “N” (no) on the keyboard. The following description of
mind wandering, taken from previous studies [13, 21], was provided to the partici-
pants to aid in distinguishing mind wandering episodes: “At some point during read-
ing, you may realize you have no idea what you just read. Not only were you not
thinking about the text, you were thinking about something else altogether.” A total of
ten auditory mind wandering probes were inserted in each text. The probes corres-
ponded to pages that contained content that was relevant to the learning measure. A
sentence-by-sentence reading paradigm allowed probes to be located at more precise-
ly controlled content locations across easy and difficult texts.

In addition to the mind wandering probes, participants were asked to report levels
of valence and arousal at three separate points: before, during (the middle), and after
reading the text. Valence was measured on a 6-point scale from 1 (very negative) to 6
(very positive). Arousal was measured with a similar scale ranging from 1 (very
sleepy) to 6 (very active). Finally, a six-item posttest was completed after the learning
session.

3 Results and Discussion

3.1 Mind Wandering

There were a total of 590 mind wandering probes across the 59 participants. The dis-
tribution of mind wandering proportions was non-normal, so non-parametric statistics
were used for significance testing involving this variable. The mean proportion of
probes to which participants responded “yes” was .354, indicating that mind wander-
ing occurred approximately one third of the time participants were probed. Indeed,
this finding reveals that participants reported mind wandering over 30% of the time
during this computerized learning task, highlighting an important concern for the
prevalence of this phenomenon.
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There is a question of whether perceived choice and text difficulty influenced le-
vels of mind wandering. A Mann-Whitney U Test revealed that there was significant-
ly more mind wandering in the difficult condition (33.7%) compared to the easy
condition (20.3%), Z = -1.95, p = .051. Perceived choice, however, did not impact
rates of mind wandering, p = .654 (see Table 1 for descriptive statistics on mind
wandering).

3.2  Valence and Arousal

Participants reported their valence and arousal levels at three different points: before,
during, and after reading. Delta valence and arousal scores were computed by sub-
tracting before scores from during and after scores (delta during and after valence and
arousal). These two delta measures were used in order to control for participants’
baseline valence and arousal levels. Table 1 provides descriptive statistics for the
delta valence and arousal measures.

Univariate analyses of variance (ANOVAs) revealed a main effect of perceived
choice on delta valence during reading, F(1, 55) = 4.52, p = .038, partial 772 = .076.
Participants who read the self-selected text reported negligible changes in valence
during reading (M = .029, SD = .674) compared to the participants who read the expe-
rimenter-assigned text (M = -.360, SD = .700). However, there was no perceived
choice effect for the change in valence after reading, F(1, 55) = 1.10, p = .300.

Interestingly, the main effect of text difficulty yielded quite different patterns for
valence and arousal. Whereas perceived choice influenced valence, text difficulty
impacted arousal. There was a marginally significant main effect of text difficulty on
delta arousal during reading, F(1, 55) = 3.74, p = .058, partial ;72 = .064. Participants
who read the difficult text (M = -.233, SD = .897) showed a larger drop in arousal in
the middle of the reading compared to the participants who read an easy text; arousal
actually increased for those participants who read an easy text (M = .172, SD = .658).
Similarly, there was a marginally significant effect of text difficulty on delta arousal
after reading, F(1, 55) = 3.40, p = .071, partial ;72 = .058. There was a larger drop in
arousal for participants who read a difficult text (M =-.300, SD = 1.06) compared to
an easy text (M =.138, SD = .743) after reading. However, text difficulty did not im-
pact valence either during or after reading.

These findings indicate that perceived choice and text difficulty differentially im-
pacted valence and arousal. Perceived choice increased valence during reading (d =
.57), whereas text difficulty was associated with a decrease in arousal during (d = .52)
and after reading (d = .48). There were no interactions of perceived choice and text
difficulty with respect to valence and arousal.

It is also worth noting that delta valence and arousal during and after reading were
negatively correlated with mind wandering. Non-parametric correlations indicated
that mind wandering was negatively correlated with delta arousal during (rs = -.256, p
=.050) and after (rs = -.329, p = .011) reading. Similarly, delta valence during (rs = -
100, p = .453) and after (rs = -.317, p = .015) reading were also negatively correlated
with mind wandering.
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3.3 Text Comprehension

Participants’ performance on the pretest and posttest were computed as the proportion
of items answered correctly. In order to control for prior knowledge, corrected learn-
ing gains were calculated from these scores as: (Posttest — Pretest)/ (1 — Pretest). A
univariate ANOVA indicated that participants who read the self-selected text (M =
473, SD = .300) had significantly higher learning gains compared to those who read
the experimenter-assigned text (M = -.153, SD = .628), F (1, 54) = 24.6, p < .001.
Text difficulty did not impact learning gains nor did it interact with perceived choice.

This finding further supports the control-value theory of emotions and previous
work on autonomy and choice. Those participants who felt as if they had a choice in
the learning material performed significantly better on the comprehension test com-
pared to those who did not perceive a choice (d = 1.27). A heightened sense of subjec-
tive value might be inherent in the ability to choose learning materials, leading to
deeper engagement and learning.

Table 1. Descriptive Statistics (M) for Mind Wandering, Valence, Arousal, and Corrected
Learning Gains based on Text Difficulty and Perceived Choice

Text Difficulty Perceived Choice

Easy Diff d Self Exp d
Mind Wander-
ing (Proportion) .244 461 413 357 351 012
Valence During -172 -.100 .102 .029 -.360 567
Valence After -310 -.267 .046 -177 -.440 271
Arousal During 172 -.233 -.515 -.088 .040 -.154
Arousal After 138 -.300 -.480 -.059 .886 .064
Corrected 238 192 083 473 -153 1.27

Learning Gains

4 General Discussion

Sustaining students’ engagement over time in any ITS or serious game is still an
important concern. This paper provides insight for how two factors, namely text diffi-
culty and perceived choice, impact engagement during a non-interactive reading task.
Results suggest giving learners choices about their learning material might be a sim-
ple way for systems to advantageously maintain engagement, specifically capitalizing
on the control aspect in the control-value theory of emotions [22]. One idea is to focus
on the choice of certain materials over others (e.g., choose between these two texts),
rather than the choice of the order of materials (e.g., choose the order you will
read these texts). Specifically, systems could employ this technique and facilitate
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engagement by creating the illusion of choice. The selection options can be highly
ambiguous (more or less interchangeable), such that the target learning material can
be presented regardless of the option that was selected. For example, if the target
learning material is a text on the scientific method, two headlines can be presented
that both could feasibly align with the text. Regardless of which headline the partici-
pant selects, the same text could then be presented, giving the participant a greater
sense of control by having made a choice.

The results of the present study also indicated that the difficult texts were asso-
ciated with lowered engagement levels. Therefore, it is important to design learning
materials that will adequately challenge learners, without being so difficult that atten-
tion cannot be sustained. Texts that are too difficult might induce lower engagement,
as well as increase the risk of attentional lapses from the external environment, which
is obviously undesirable for the duration of a learning session. The importance of
difficulty of the learning material is not a novel idea [16-17]; however, this study is
the first evaluation of how text difficulty and perceived choice affect mind wandering
in a computerized learning task with academic texts.

It is important to note the limitations of this study. For example, a longer text
would allow us to track how these factors affect engagement over a longer period of
time. Another limitation is that we did not measure any individual differences of topic
and situational interest, which have been previously related to choice manipulations
[27]. Understanding individual differences, such as these, might improve models of
engagement by incorporating how learners’ traits interact with factors from the learn-
ing environment. Also, although previous research found a negative relationship
between mind wandering and learning [21], we did not replicate this finding. This
warrants further testing with different sets of academic texts over different time
domains, as this learning session was relatively short (about 1500 words).

Lastly, since our study was conducted online, we were unable to collect any eye
tracking or physiological measurements of engagement. These additional measures
could aid in developing a more fine-grained model of mind wandering and engage-
ment. Combining task factors like the ones in this experiment with physiological
measures and eye tracking can be an initial step towards predicting when a learner
begins to mind wander and/or disengage from a text. Interventions can then be put
into place in order to restore attentional focus to the current learning task.
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Abstract. Automatic question generation can support instruction and
learning. However, work to date has produced mostly “shallow” questions
that fall short of supporting deep learning and discussion. We propose
an extension to a state-of-the-art question generation system that allows
it to produce deep, subjective questions suitable for group discussion.
We evaluate the questions generated by this system against a panel of
experienced judges, and find that our approach fares significantly better
than the baseline system.

Keywords: question generation, facilitation, subjectivity, computer-
supported collaborative learning.

1 Introduction

Recent work, built on observations of expert classroom instruction, has advo-
cated strategies for reading and knowledge-building that move beyond simple
comprehension and into questioning and reasoning [I]. Additionally, deep rea-
soning questions in tutorial environments have been shown to be correlated
with student learning [2J3l4]. Such questions offer opportunities for evaluation,
multiple perspectives and opinions, and synthesis, corresponding to the higher
(“deeper”) levels of Bloom’s taxonomy [5l6]. Effective automated support for
deep learning should be able to produce contextually suitable deep questions .
However, producing such questions automatically for a new text or domain has
remained an unanswered challenge.

Automatic question generation can indeed support instruction and learning
in computer-based settings [7I8J9]. Work to date has produced mostly shallow
questions that are not intended to promote deep thought or discussion, or that
depend on special features of a particular domain. In this paper, we propose
an extension to a state-of-the-art question generation system [10], allowing it to
produce deep, subjective questions suitable for group discussion.

In the section that follows, we review the literature and prior work in the
areas of discussion-oriented learning, deep questions, and question generation.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 81-00] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Sec. Bl describes our improvements to a baseline question generation system. Our
evaluation method and analysis of results are described in Sec. @ and Bl followed
by discussion of the results and directions for future work.

2 Theoretical Framework

2.1 Discussion and Instruction

The literature of instructional practices has advocated strategies for reading and
knowledge-building that move beyond comprehension into questioning and rea-
soning [I], including Questioning the Author [I1], Reciprocal Teaching [12], and
Collaborative Reasoning [I3]. Drawing on observations and analysis of successful
classroom instruction, Michaels, O’Connor, and Resnick describe a framework
for academically productive talk [14/15] as a collection of discussion-facilitating
questions that a teacher can use to promote rich student-centered conversation
and collaboration. In a study with teachers employing similar strategies, stu-
dents have shown steep growth in achievement on standardized math scores,
transfer to reading test scores, and retention of transfer for up to 3 years [16].
The success of these approaches hinges on skillful use of elicitation strategies like
deep questions to invite the kind of discussion that leads to learning.

2.2 Deep Discussion Questions

Deep questions, allowing for multiple perspectives and reflective answers, are
associated with the “deep learning” levels of Bloom’s taxonomy [5]. Past work
has shown the use of deep-reasoning questions [6] to be significantly correlated
with student learning. Several recent studies [2/3/4] have shown high-quality dis-
cussion questions and reflective knowledge-building activities to be associated
with positive learning outcomes. Further work [I7JI8] argues that text compre-
hension can be significantly improved by replacing traditional IRE instruction
(Intiation-Reply-Evaluation [19]) with discussion-based activities where students
have opportunities to summarize, challenge, make predictions on questions that
allow multiple answers, and respond to questions that require them to draw upon
evidence from both the text and their own personal perspectives.

Questions containing a greater proportion of highly subjective words - that
is, words expressing opinions and evaluations - allow for multiple answers and
personal perspective [20]. Responses to such questions offer opportunities to be
challenged and built upon. Work in this sphere has produced the SentiWordNet
database [21], where word senses are associated with subjectivity scores. While
measures of subjectivity have largely been used for opinion mining, the measure
of the subjective potential of a question may serve as a convenient proxy for
deepness. More objective questions may be “shallower” in that they may be
answered simply and factually, whereas more subjective questions leave room for
justification and opinion, aligning with the “deep” questions described above.
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2.3 Question Generation

Recent work in question generation has focused on generating objectively answer-
able, fill-in-the-blank or multiple-choice questions [SI9I0]. These basic questions
can be generated with some success, but do not necessarily promote discussion.
Present methods prefer clear, answerable questions - but to promote discussion,
multiple answers and perspectives must be possible.

Heilman [I0] describes a system for producing reading questions from a text.
Leveraging off-the-shelf NLP tools, each declarative sentence passes through a
set of general-purpose structural transformations to produce a collection of can-
didate questions. These questions are then ranked by a model trained on human
judgements, using lexical and structural features of the question. While this
method creates reading comprehension questions that are reliably grammatical,
they are recall-oriented, and are not intended as “deep questions”.

Although there has been some preliminary work in generating more probing
questions from a text, the questions thus generated are limited in scope and
depend on particularities of the domain. For example, Wang [8] employs ques-
tion templates specific to the domain of medical texts, and Liu [22] uses the
structure of citations in an academic paper to produce questions that address
argumentation style.

3 Generating Questions for Discussion

We describe changes to baseline sentence selection and question generation meth-
ods [I0] in order to promote deeper, more subjective questions drawn from a
text. Instead of over-generating questions from all sentences in the summary, we
instead select a subset of sentences based on one of three models of sentence “rel-
evance”. In all cases, including our application of the baseline system, questions
are generated from sentences selected from a human-generated summary of a
longer “original” text. Two of our selection models also utilize information from
the original text. A summary is a more suitable source for discussion questions
because individual sentences are more likely to contain abstractions or synthesis
of ideas from the original text. After generating questions from this reduced set
of candidate sentences, we apply the baseline system’s method for generating
questions. We then apply a set of transformations to the result to produce a set
of questions more suitable for discussion. A measure of question-level subjectiv-
ity allows us to anticipate these questions’ potential for deeper reasoning and
rich discussion.

3.1 Selecting Sentences

We examine three methods for sentence selection, drawing on the fields of text
categorization [23|24], information retrieval [25], and summarization [26/27/28].
Each of these embodies a different intuition as to what makes a sentence partic-
ularly salient, as described in each subsection below.
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Fig. 1. System architecture, contrasted with the baseline system

Cosine Similarity. This method identifies sentence candidates from the sum-
mary using only the summary text. Considering each sentence as a “bag of
words” vector, the cosine distance between two sentences is the angle between
their word-vectors [24]. The smaller the cosine distance, the greater the similar-
ity. Recognizing that the summary may highlight and build upon key concepts
within its own structure, we calculate cosine similarity between each sentence of
the summary text and the sentence preceding it. Sentences with high similarity
to their immediate predecessors may be interpreted as marking an important
concept, and as such are selected as candidates for question generation.

LSA Content Scores. Latent Semantic Analysis [23] is a technique designed
to analyze the relationships between a set of documents (sentences, in our case)
and the terms they contain. Each sentence is represented as an N-dimensional
vector, where each dimension’s value roughly corresponds to a sentence’s weight
for a “topic” in the original document set. We reduce the term-sentence matrix
of the original text to an N-dimensional LSA space (N=5 in our case, although
we did not tune this value), and also transform each sentence from the summary
into its own vector in this space. Our goal, comparable to a text summarization
task [206127], is to select sentences most representative of each dimension. We
select those sentences with the highest weight in each of the “topic” dimensions,
producing N sets of candidate sentences from the summary.

TF-IDF Uniqueness. Term Frequency-Inverse Document Frequency is a met-
ric used in information retrieval to measure the importance of a word [25]. In a
given document (a candidate sentence in the summary text), the TF-IDF score
of a word is the count of its occurrences in that document, multiplied by a factor
(the inverse document frequency) that discounts its appearances in the entire
corpus (in our case, the original text). Here TF-IDF is being applied as a measure
of uniqueness, preferring those sentences in the summary with higher averaged
per-word TF-IDF scores. Sentences from the summary with a high TF-IDF score
contain a greater proportion of "rare” words relative to the source text, and thus
may contain new ideas that are not literally present in the original.
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3.2 Transforming and Ranking Questions

We further transform some of the more factoid-like questions generated by the
baseline system into more subjective questions. When a simple yes-or-no ques-
tion is extracted by the original system, we transform it into a “why” question,
for example “(Why) does psychological manipulation prevent the common ani-
mals from doubting the pigs’ abilities?”. Other factoid questions are transformed
by prompting for justification or elaboration, for example the question “What
was inscribed on the side of the barn?” is appended with “Discuss in detail.”
While these transformations are nearly trivial to apply, they do transfer the re-
sponsibility of evaluation from the asker to the answerer. Such simple moves can
empower students and promote productive discussion [I4].

To rank the questions on the basis of abstraction and ability to trigger discus-
sion, we calculate a subjectivity score for each question. Subjectivity may stand
as a measure for “deepness”, as described in Section Question subjectivity
is taken as an average of the subjectivity values of each word in the sentence, as
given by SentiWordNet [21]. SentiWordNet is a database of words-senses, differ-
entiated by part-of-speech, with subjectivity scores assigned to each. In the case
where a word has more than one sense for a given part of speech, we take the
average of its senses’ subjectivity values.

4 FEvaluation

We generated 50 questions using the baseline method [10] from an analysis and
summary [29] of George Orwell’s Animal Farm [30]. These were the top 50 ques-
tions as ranked by the system’s trained model. We also generated questions using
the methods described in this paper, and selected 50 of these at random. For
discussion of texts in literature courses, we can rely on the bounty of existing
human-authored summaries and analyses (like SparkNotes) to draw our ques-
tions from, although in future work we would like to incorporate an automatic
summarization method.

A group of four teachers served as judges and evaluated this combined set
of questions. Each judge received the questions in a random order. For each
generated question, the judges rated their agreement with six statements about
the question on a Likert scale, from 1-7. The first three of these statements

Table 1. Question evaluation dimensions

1 This question lends itself to multiple answers.

2 Answering this question could engage a student’s personal values or perspective.
3 This question would be valuable for stimulating discussion among students.

4 This question touches upon important themes from the story.

5 This question is comprehensible.

6 This question is grammatical.
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(shown in Table [I]) correspond to Bloom’s [B] and Graesser’s [6] descriptions of
the sort of deep-level questions that have been shown to be effective in tutorial
settings [2]. The fourth statement probes the suitability of the question content.
The last two dimensions are indicators of quality of the question’s form. While
none of these dimensions is inherently more important than another, a method
for generating high-quality discussion questions should receive high scores in all
dimensions.

5 Results and Analysis

In order to evaluate the relative quality of questions generated with our approach
in comparison with the baseline method, as well as to compare among different
selection criteria used by our method, we used an ANCOVA model for each of the
six dimensions evaluated by the judges. For each dimension, the dependent mea-
sure was the rating assigned by the judge for that dimension. The independent
variable was binary, indicating whether the rating was assigned to a question
generated with the baseline approach or one of the experimental approaches.
In order to differentiate among the three selection methods used by the experi-
mental approach, we included a three-way categorical variable nested within the
main independent variable. This allows us to test simultaneously whether the
experimental approach is better than the control condition, and whether there
are differences between the experimental approach’s selection methods. In order
to control for systematic differences between judges, we included a categorical
control variable indicating which of the four judges assigned the score. A sum-
mary of the human ratings is displayed in Fig. 2l The Subjectivity score was
used as a covariate in order to evaluate the effect of using Subjectivity as part
of a selection criteria for discussion questions.

Multiple Answers. In terms of potential for eliciting multiple student answers,
the judges rated the set of experimental approaches significantly better than
the baseline approach F(1,288) = 12.3,p < .0005, effect size .64 s.d. There
were also significant differences between experimental approaches F'(2,288) =
3.74,p < .05 such that LSA and Cosine were significantly better than TF-IDF,

HCosine
OLSA
B TF-IDF

H Baseline

o L, N W A~ U O

- - T T
Multiple Answers Personal Perspective Stimulating Important Themes ~ Comprehensible Grammatical
Discussion

Fig. 2. Average rating per selection method for each dimension. A star (x) indicates
values which are significantly better than the baseline.
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and TF-IDF was not significantly different from baseline. There was a marginal
positive correlation between Subjectivity and the dependent measure (p = .1),
indicating some support for using a subjectivity score as part of a selection
method for discussion questions.

Personal Perspective. The results for a questions’ potential to engage per-
sonal perspective were consistent with those for eliciting multiple answers. The
judges rated the set of experimental approaches significantly better than the
baseline F'(1,288) = 8.2,p < .005, effect size .39 s.d. There were also signifi-
cant differences between experimental approaches F'(2,288) = 3.02,p < .05 such
that LSA and Cosine were significantly better than TF-IDF, and TF-IDF was
not significantly different from baseline. For this dimension, there was a sig-
nificant positive correlation between Subjectivity and the dependent measure
(R = .13,p < .05), suggesting that questions scored as more subjective offer
students more opportunity to express their personal perspective.

Stimulating Discussion. Again, results for potential to stimulate discussion
were the same. The judges rated the set of experimental approaches signifi-
cantly better than the baseline approach F(1,288) = 9.6,p < .005, effect size
.43 s.d. There were also significant differences between experimental approaches
F(2,288) = 3.28,p < .05 such that LSA and Cosine were significantly better
than TF-IDF, and TF-IDF was not significantly different from baseline. Again,
there was a significant positive correlation between Subjectivity and the depen-
dent measure (R = .11,p < .05), suggesting that questions that are scored as
more subjective are rated as more stimulating for discussion.

Important Themes. Results for capturing important themes were distinct,
although they still favored the experimental approach. This time, Subjectivity
had no effect, and there were no significant distinctions among experimental
approaches. However, there was a significant advantage attributed to the ex-
perimental approaches as a set over that of the baseline approach, F(1,288) =
7.05,p < .05, effect size .37 s.d.

Comprehensibility. In terms of comprehensibility, the experimental approaches
as a set were rated as marginally better than the baseline approach F(1,288) =
3.22,p < .1. There were no differences among experimental approaches. And, in
contrast to the other metrics, Subjectivity had a negative correlation with com-
prehensibility (R = .19,p < .0005).

Grammaticality. In terms of grammaticality, there were no significant dif-
ferences among approaches. However, similar to the comprehensibility rating,
Subjectivity had a negative correlation with grammaticality (R = .17,p < .005).
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6 Discussion and Future Work

Broadly, we find that our method for generating questions from a summary text
significantly outperforms the baseline system on those dimensions related to
their suitability for classroom discussion. Table [2]illustrates some representative
questions and scores produced by the three selection methods of our approach,
as well as the baseline system.

Table 2. Representative questions generated by our system and the baseline on each
of the 6 dimensions presented in Sec. @ Subj. is determined as per Sec.

Selection . Subj. 1 2 3 4 5 6
Method Question Score MA PP SD ITT Com Gra
Cosine Why does psychological

Sim. manipulation unite the animals  0.26 5.5 5.75 6.25 6.25 6.5 6.5

against a supposed enemy ?
Whose idealism leads to his

TF-IDF downfall? 0.29 3.25 275 2.75 45 7 7
What does the increasing
LSA frequency of the rituals 0.18 55 4.5 525 55 525 4

bespeak? Discuss in detail.
Who gathers the animals of the
Baseline Manor Farm for a meeting in 0.09 1 1.25 1.25 275 7 7
the big barn?

We note that although the questions generated from sentences selected by
the LSA and by Cosine Similarity methods are rated nearly identically in each
dimension, the set of questions they generate are quite different from each other.
The Cosine Similarity selection method relies on the structure of the summary
to highlight concepts worthy of discussion, and in so doing captures repeating
elements - not just story words like “animals” and “windmill”, but more abstract
themes developed in the summary. The LSA method, by contrast, selects a set of
sentences from the summary that most strongly echo the latent “topics” of the
original text, which can include both chronological associations (the character
of Snowball is much more prevalent in the early story) and repeated themes
(“Animalism”, “pigs”, “men”, “power”, and “equal” are favored by a single LSA-
space dimension, highlighting the recurring contrast between the animals’ society
and the humans’). The TF-IDF selection method favors sentences that are unique
in comparison to the original document, which could potentially highlight those
sentences which synthesize or abstract ideas not made explicit in the story. In
practice however, the questions produced from the sentences selected by this
method are short and specific, picking up on details in individual sentences that
have less relationship to the story as a whole. It is thus unsurprising that this
selection method fares no better than the baseline.
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To evaluate the suitability of discussion questions in an educational setting, a

prototype conversational agent has been implemented. Adapting the “revoicing”
behavior described by Dyke and colleagues [31], the agent facilitates discussion
on a given text by prompting the group with discussion questions (drawn from
any one of the methods described in this paper) that are similar to statements
made by the students (the details of this system is beyond the scope of this
paper). In addition to piloting this system with students, future work might
explore ways to scaffold a discussion session, perhaps by starting with more
concrete questions, with lower subjectivity scores, and transition to deeper, more
subjective questions as the discussion progressed.
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Abstract. Peer-review systems such as SWoRD lack intelligence for detecting
and responding to problems with students’ reviewing performance. While prior
work has demonstrated the feasibility of automatically identifying desirable
feedback features in free-text reviews of student papers, similar methods have
not yet been developed for feedback regarding argument diagrams. One desira-
ble feedback feature is problem localization, which has been shown to positive-
ly correlate with feedback implementation in both student papers and argument
diagrams. In this paper we demonstrate that features previously developed for
identifying localization in paper reviews do not work well when applied to peer
reviews of argument diagrams. We develop a novel algorithm tailored for re-
views of argument diagrams, and demonstrate significant performance im-
provements in identifying problem localization in an experimental evaluation.

Keywords: peer review, argument diagrams, localization, localization pattern
algorithm, natural language processing, SWoRD, LASAD.

1 Introduction

To facilitate writing and reviewing practices for students, web-based reciprocal peer-
review systems such as SWoRD [3] have been built to manage typical activity cycles'
such as writing, reviewing, back-evaluating, and rewriting. While some features of
SWoRD are aimed at reducing potential drawbacks of novice reviewing (e.g., display-
ing review rating reliability indices, asking authors’ to back-evaluate peer reviews),
SWoRD does not automatically detect problems with student feedback, which in turn
could be used to intelligently scaffold and tutor students to write better reviews. Prior
work has shown that localization, which refers to pinpointing the source or location of
a problem and/or solution, was one desirable feature of feedback regarding student
writing, as it was significantly related to feedback implementation [5]. As the first
step towards enriching SWoRD with such an automated assessment of student re-
viewing performance, Xiong and Litman [8] demonstrated the feasibility of using
natural language processing (NLP) and machine learning to automatically predict
localization in free-text feedback to student papers. In this paper we have a similar

! A basic function of SWoRD is to automatically distribute papers to reviewers and reviews
back to authors given an instructor-defined number of reviews that each paper will receive.
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Fig. 1. Excerpt from a student argument diagram, and samples of localized (left) and not loca-
lized (right) peer-review comments

interest in predicting localization, but in feedback regarding student argument dia-
grams rather than student papers.

There is increasing interest in developing software tools such as LASAD [6, 7] to
support the learning of argumentation skills through graphical representations (see O.
Scheuer at el. 2010 [7] for a recent review). In graphical argumentation, students
create argument diagrams in which boxes represent statements and links represent
argumentative or rhetorical relations between statements. Figure 1 shows an example
LASAD diagram excerpt from our corpus. Recently, the idea of combining such
graphical argumentation systems with peer-review systems has been proposed [1].
In such a combined system, student authors use argument diagramming to prepare
or summarize their arguments; student argument diagrams are then distributed
through a peer-review system to student reviewers for comment. Two example
review comments associated with the LASAD argument diagram are also shown in
Figure 1. Lippman et al. [4] studied such peer-review feedback comments to
student argument diagrams, and showed that as with paper reviews, the presence of
localization in feedback comments is strongly related to student implementation of
peer feedback.
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In this paper we present a new localization identification algorithm tailored to iden-
tifying localization in free-text peer feedback comments® to student argument dia-
grams. Experimental results show that when testing on a corpus of argument diagram
reviews, our proposed algorithm outperforms a prior algorithm designed for feedback
to student papers [8].

Section 2 introduces the corpus of argument diagrams and associated free-text re-
view comments used in our study. Section 3 reviews the prior algorithm for identify-
ing localization in paper reviews. Sections 4 and 5 next motivate and formalize our
new algorithm for identifying localization in argument diagram reviews. Section 6
evaluates our algorithm. Finally, Sections 7 and 8 summarize our contributions and
discuss future research.

2 Argument Diagram Review Corpus

Our corpus of peer-review textual feedback comments to student argument diagrams
was collected in a Research Methods Lab at the University of Pittsburgh during Fall
2011. The Lab provided students with an opportunity to conduct psychological re-
search and to write associated papers. To help students organize their thinking and
create effective arguments, students were asked to create argument diagrams justify-
ing their hypotheses using LASAD. LASAD argument diagrams consist of nodes and
arcs from an instructor-defined ontology. The ontology for Research Methods consists
of 4 node types (current study, hypothesis, claim, and citation) and 4 arc types (com-
parison, undefined, supports, and opposes). The diagram in Fig. 1, for example, con-
tains three nodes (two citations and one claim) and 2 arcs (supports and opposes).
Argument diagrams were later distributed via SWoRD to be reviewed by peer re-
viewers, using an instructor-defined rubric. Each student reviewer was asked to give
textual feedback (the focus of our study), and to also grade the assigned diagrams on
five dimensions using a 7-point scale. On average, each argument diagram was
reviewed by 3 peers, with 19 textual comment units (defined below) per diagram.

The textual review feedback was segmented into 1104 comment units (defined as
contiguous feedback referring to a single topic), then all comments were manually
coded by two independent annotators (not the authors of this paper) for various cod-
ing schemes, two of which are relevant to our study. Each comment was first coded
for the type of issue that it mentioned: praise, summary, problem, solution, problem
and solution (both), uncodeable. Only comments having issue types of problem,

2 SWoRD supports end-written comments as it is believed that a simple clicking interface that
allows reviewers to point to a node/arc when providing a comment is too simple to address
the localization issue. In diagram reviews, we have seen that reviewers may refer to more
than one diagram component, or some missing node or arc. It is common in our corpus that
reviewers mention groups of nodes and/or arcs when commenting on a line of argumentation.
In such situations, reviewers may have trouble in pointing to the most appropriate node/arc
expressing their comments. Moreover, click-to-point interfaces tend to lead reviewers to fo-
cus on low-level writing problems rather than evaluating the argumentation [5]. Due to such
issues of direct annotations, we wish to support end-note written localizations.
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solution, or both were further coded for localization; the localization values yes or no
represented whether or not the exact location of the issue was mentioned in the com-
ment. Inter-rater reliability for the two coding schemes is high with kappas of 0.87 for
issue type and 0.84 for localization [4]. Our study focuses on the 590 comment units
coded for localization (437 yes, 153 no). Fig. 1 shows an example localized comment
(left) and an example not-localized comment (right).

In addition to the review comments, our corpus contains 56 student argument dia-
grams that were the targets of the 590 comments. While student papers were used to
construct features for predicting localization in [8], we instead will extract features
from student argument diagrams. In the next sections, we first review features used to
predict localization in comments regarding papers [8], then describe our proposed
algorithm that is tailored for predicting localization in reviews of argument diagrams.

3 Predicting Localization in Peer Reviews of Student Papers

Xiong and Litman [8] used NLP to develop features for predicting localization in
peer-review comments of student papers. The class label was actually named pLocali-
zation as it was coded for presence of problem localization in criticism feedback.
Since this approach will serve as a baseline for evaluating our proposed algorithm,
here we briefly describe this feature set.

Regular expression (reg) is a Boolean feature that indicates whether any of a pre-
defined set of regular expressions are matched in a given comment. The regular ex-
pressions were manually created to match the structure of student papers, e.g. on
page 5, the section about.

Domain word count (dw_cnt) is a numerical feature indicating the number of do-
main words present in a given comment, where the dictionary of domain words is
automatically extracted from the set of papers being reviewed using statistical NLP
techniques [8]. For our argument diagram review corpus, the domain words will in-
stead be extracted from the textual content associated with the nodes and arcs in the
set of student argument diagrams, e.g. As the # of people increase, the
chance of prosocial behavior also increases, in the claim node of Fig. 1.

Syntactic properties of a comment are represented using two features. The Boolean
feature so_domain indicates whether any domain word occurs between the subject
and object of any sentence in the comment. Det_count indicates the number of de-
monstrative determiners (this, that, these, and those) in the comment.

Finally, the numerical features window size (wnd_size) and number of overlapped
words (overlap_num) are constructed using an overlapping window algorithm for
searching for the common text span between a comment and a student paper. The
algorithm iteratively searches through the paper for the referred windows of the most
likely text span in the comment, and merges any two windows that are found to over-
lap. The algorithm returns the length of the maximal window and the number of win-
dow’s words present in the comment.

We use the original code developed in [8] to compute features from our corpus
without any modification. It is likely that the regular expressions defined in [8] will
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not be particularly applicable to our corpus of argument diagram reviews. However,
all features are extracted automatically from data and we can easily compute them
using our corpus (substituting the text extracted from the argument diagrams wherev-
er the student paper text was previously used). We will thus examine the predictive
utility of our new algorithm both in isolation, as well as in conjunction with the origi-
nal feature set.

4 Patterns of Localization in Argument Diagram Reviews

Obviously, inherent differences in the structure of papers and argument diagrams
makes the problem of identifying localization in diagram reviews different than iden-
tifying localization in paper reviews. For example, we observe that the graph structure
of argument diagrams seems to make it more convenient for reviewers to include
location information in their comments. In the paper review corpus studied in [8],
only 53% of the review comments were coded as localized. In our diagram review
corpus, in contrast, 74% of the comments are labeled as localized. Not only does the
frequency of localization differ, but the way that localization is realized in review text
differs when commenting on diagrams rather than papers. We hypothesize that a
model tailored to the following observations regarding localization in argument dia-
gram review will work better than simply applying the features in [8] to our corpus.

Pattern 1: Numbered Ontology Type. Every node or arc that is added to a LASAD
argument diagram must have a header consisting of both a numerical ID, and a
node/arc type from the ontology (headers are visually displayed in the colored bars in
Fig. 1). It is very common in our corpus that reviewers identify a diagram component
by referring to its node/arc type followed by its ID number, e.g. hypothesis 1,
claim 4, supports arc 27.

Pattern 2: Textual Component Content. As the diagram is a summarized graphical
representation of an argument, students usually make the text in the node and arc
bodies very concise. Reviewers often use this text in conjunction with node and arc
types to identify specific diagram components, e.g. claim that women are more
polite than men, gender hypothesis, your Levine citation.

Pattern 3: Unique Component. Because a localized comment must be tied to a par-
ticular node or arc in the argument diagram, when there is a unique node or arc of a
given type, localization can be done using a definite noun phrase expressing the
node/arc type, e.g. the opposing arc (assuming there is only one opposes arc).

Pattern 4: Connected Component. It is possible to localize a component in a dia-
gram by expressing its connection to another component, e.g. support for the
time of day hypothesis (as the mentioned support node can be located accurate-
ly),claim node in between the opposes and support arcs 28 and 27.

Pattern 5: Typical Numerical Regular Expression. Due to the fact that all nodes
and arcs are numbered, there are typical numerical expressions used by reviewers to
express localization, e.g. the first hypothesis, H1 (hypothesis 1), [14] (node
or arc 14), #28 (node or arc 28).
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5 The Localization Pattern Algorithm (LPA)

The basic idea of our algorithm is that if location information expressed in a peer com-
ment helps the author of an argument diagram pinpoint a unique part of the diagram, then
that location information is a possible signal that the review comment is localized. Pat-
terns for detecting such location information involve a diagram component keyword
surrounded by supporting word(s).

A diagram component keyword can be the word node, arc, or any of the words de-
fining the node and arc types from the diagram ontology. Recall that ontologies are de-
fined by instructors, and may differ across courses. For our corpus, the keywords from the
ontology include the node and arc types introduced in Section 2: current study, hypothesis,
claim, citation, comparison, undefined, supports, and opposes. Our algorithm has been
implemented to extract such keywords automatically by parsing the ontology.

In general, supporting word(s) are one or more words in proximity of a keyword, that
help readers locate the diagram component(s) mentioned in a review comment. For ex-
ample, the noun phrase gender hypothesis has the word hypothesis as its key-
word; the word gender plays a supporting role when it distinguishes the mentioned
hypothesis from other hypotheses that may exist in the diagram. For the noun phrase
gender hypothesis to express location information in a peer comment, there must be
a hypothesis node in the diagram and that node must have gender in its textual content.

To search for location information using patterns, we first segment peer-review
comments into sentences, remove stop-words, and extract the keywords in each sen-
tence. For each keyword found in a sentence, we collect all remaining non-keywords
in the sentence that also appear in the text of a node or arc that is consistent with the
keyword. We note that all keywords and content words are stemmed before being fed
to a word matching procedure. To determine whether such words are supporting
words that indicate localization, we then apply rules representing the 5 types of loca-
lization patterns noted above.

For the first pattern, we define supporting words as a number or list of numbers oc-
curring right after the keyword, where the numbers match diagram component IDs.

The second pattern involves two cases. First, supporting words must occur before
the keyword, e.g. gender hypothesis. This case requires that the nearest support-
ing word is right before the keyword. Second, supporting words can be after the key-
word, e.g. claim that women are more polite than men. This case requires
that the nearest supporting word must have distance less than 3 from the keyword, and
the number of supporting words is at least 3.

For pattern 3, we count the number of nodes and arcs of each type when parsing
the argument diagram, to easily determine whether or not the found keyword refers to
a unique component of the diagram.

Pattern 4 can be addressed by doing reference resolution in the argument diagram.
For each node and arc of the diagram, we extend its original textual content by adding
sections that contain exactly the text of the node and/or arc to which it connects.
While searching for common words between a review sentence and a diagram
node/arc, we tag a matching phrase as support if it is in the added sections of the
component. The rule is that the matching phrase in the original text must be a key-
word, and the matching phrase in added sections must be location information.
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Finally, pattern 5 was created by looking for typical regular expressions seen in the
held-out set of development data to be described next.

As our localization pattern algorithm is rule-based, it was important to have develop-
ment data to learn the localization patterns and create the rules for identifying those pat-
terns. Fortunately, there was a data segment from the Fall 2011 Research Methods Lab
which was not coded for localization, and was thus not included in our testing corpus.
The first author collected 200 phrases’ representing references to locations from that data
segment. Those 200 localized phrases were used to learn the patterns and refine the pa-
rameters for the localization pattern algorithm. Note that the localization annotation de-
scribed in Section 2 required comments to have an issue type of only problem, solution,
or both; annotators were also instructed to look at the target diagram to verify location
information. The first author did not follow those instructions, and collected location
information from comments of all issue types, without the diagrams.

6 Experimental Results

We evaluate the predictive performance of two models that use LPA to identify loca-
lization in peer reviews of student argument diagrams, by comparing their perfor-
mance to two baselines: a model (pLocalization) learned using only the paper review
features [8] described in Section 3, and a model (Majority) that simply determines the
most common class (localized) in the data and assigns every instance that class label.
Our first proposed model directly uses LPA as the classifier for localization; if LPA
can extract location information from a comment by matching at least one of its pat-
terns, then the comment is classified as localized, otherwise it is classified as not-
localized. Our second proposed model (Combined) adds the binary value returned by
LPA as an additional feature to the original pLocalization feature set.

Table 1. Performance of 4 models for identifying localization. * denotes significantly better
than the majority baseline with p < 0.05.

Metric Majority | pLocalization | LPA Combined

Accuracy (%) 74.07 73.98 | 80.34" 83.78"
Kappa 0 <0.01| 054" 0.56
Weighted Precision 0.55 055 083" 0.84"
Weighted Recall 0.74 074 0.80° 0.84"

Table 1 shows the predictive performance for these 4 localization classifiers. To
make the experiment consistent with [8], models involving pLocalization features are
learned using the WEKA® J48 decision tree algorithm; testing with other algorithms
(e.g. SVM and Logistic) did not yield significantly different results. All models are
evaluated via 10-fold cross validation. Our results show that while the pLocalization

* Some phrases are used as examples in Section 4.
www.cs.waikato.ac.nz/ml/weka. Algorithms in our experiments use parameters set to
the defaults.
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Fig. 2. Learned decision tree for predicting localization of argument-diagram reviews, leaves
are prediction outputs, conditions are in rectangle boxes

model does not outperform Majority for any metric, LPA alone significantly outper-
forms Majority for all metrics. The significant improvement in precision, recall and
kappa shows that LPA can predict efficiently the minor class which the baseline mod-
els fail to predict. Furthermore, the Combined model yields the best results of all, with
accuracy and weighted recall values significantly better than LPA alone (p < 0.05).

Fig. 2 presents the decision tree learned for the Combined model. The LPA feature
appears at the root, with comments classified as localized if LPA outputs yes. Two
features from [8] (domain word count (dw_cnt) and window size (wnd_size)) are used
to refine the cases in which LPA outputs no. Note that the regular expression feature
(reg), which was the most predictive feature for paper reviews [8], is not predictive
for diagram reviews. This result shows the advantage of diagram-tailored features.

7 Related Work

Research has been conducted to understand what type of feedback is the most helpful,
and why it is helpful. Nelson and Schunn [5] studied relationships between feedback
features, potential internal mediators and feedback helpfulness in terms of the likelih-
ood of implementation. Their assumption was that feedback features may not directly
affect implementation, but instead do so through internal mediators because of the
complex nature of writing performance. The corpus consisted of peer reviews of stu-
dent papers in a History class, which were coded for feedback features, e.g. localiza-
tion. The authors’ back-review regarding peers’ comment were coded for internal
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mediators, e.g. problem understanding. Nelson and Schunn found that localization in
review was significantly related to problem understanding which is an effective me-
diator that significantly relates to implementation.

Unlike Nelson and Schunn’s study on peer reviews of student papers [5], Lippman
et al. [4] studied what influences the implementation of peer reviews of student argu-
ment diagrams. Peer reviews were collected from a Research Method Lab in which
students were asked to give feedback, and rate argument diagrams of their peers. The
authors coded peer feedback for various features, e.g. problem, solution, localization.
Their finding was consistent with Nelson and Schunn [5] to an extent, and showed
that issue type (problem, solution, or both) and localization have distinct, non-
interacting influence on the implementation of peer feedback. In addition, results in
[4] also suggested that location information helps student implement peer feedback
when the focus of the critique is more complex as opposed to more superficial.

Cho [2] further investigated the relationship between feedback features and feed-
back helpfulness, but using a machine-learning approach. Peer reviews were collected
from a Physics class using SWoRD, and were human-coded for various issue types,
e.g. problem detection, solution suggestion. Each review was then labeled as helpful
or not helpful in terms of these issue types. Experimental results showed that peer
reviews can be classified regarding helpfulness with accuracy up to 67% using simple
NLP techniques. While Cho’s work strengthened the understanding of some feedback
features regarding peer review helpfulness, our work instead aims to automatically
identify one important aspect, i.e. localization; we also focus on diagram reviews
rather than paper reviews, and use different NLP techniques for feature construction.

Given findings of previous studies showing that localization is an important indica-
tor of feedback helpfulness, Xiong and Litman [8] used NLP techniques and super-
vised machine learning to automatically identify the problem localization in peer
feedback. Their work is different from ours firstly at the data domain. While Xiong
and Litman studied peer reviews of student papers, the data domain in our study is
peer reviews of student argument diagrams. The second difference between our work
and [8] is at the syntactic level of features extracted from the textual content. Xiong
and Litman proposed using features from the parsed dependency tree of the sentence
to abstract their intuition regarding the structure of localized reviews. In this study, we
however focus only on the word level by considering common words between peer
reviews and student diagram. Our intuition regarding structure of localized reviews is
formulated simply through the relative order between keywords and supporting
words.

8 Conclusion and Future Work

This paper presents the LPA algorithm for identifying localization in peer reviews of
argument diagrams. Experimental results show that LPA outperforms a model developed
for student papers with respect to a number of evaluation metrics, and that
combining the two approaches works best of all. The combined model has the LPA fea-
ture appear at the root of the learned decision tree. Even though the location patterns
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were defined manually based on the development data, they show potential generality by
yielding significantly high accuracy on the test data. Recall that the development data and
test data are non-overlapping which means all reviewers in the development set are not
those in the test set. Moreover, the only domain-specific features used in our combined
model are keywords and domain-words lists which can be extracted automatically by
parsing instructor-defined ontologies and student-generated diagrams. Therefore we
expect the model will work well with new argument diagram reviews from other courses
with different ontologies and content domains.

In future work, we aim to apply advanced learning techniques to automatically
learn the type of rules and regular expressions used in LPA, rather than use our
cur-rent hand-engineered approach. We also plan to evaluate the generality of our
LPA and Combined models, by testing them on data currently being collected from
courses with different argument diagram ontologies. In addition we are incorporating
the Combined model into SWoRD and will be evaluating its use for intelligent
scaffolding. Finally, we plan to adapt the lessons learned from developing LPA
back to the area of paper reviews. It is more challenging to learn keywords and sup-
porting words from paper comments, but we expect that the task will be feasible when
localization patterns can be learned automatically.
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Abstract. Learning to collaborate is important. But how does one learn to col-
laborate face-to-face? What are the actions and strategies to follow for a group
of students who start a task? We analyse aspects of students' collaboration when
working around a multi-touch tabletop enriched with sensors for identifying us-
ers, their actions and their verbal interactions. We provide a technological infra-
structure to help understand how highly collaborative groups work compared to
less collaborative ones. The contributions of this paper are (1) an automatic
approach to distinguish, discover and distil salient common patterns of interac-
tion within groups, by mining the logs of students’ tabletop touches and de-
tected speech; and (2) the instantiation of this approach in a particular study.
We use three data mining techniques: a classification model, sequence mining,
and hierarchical clustering. We validated our approach in a study of 20 triads
building solutions to a posed question at an interactive tabletop. We demon-
strate that our approach can be used to discover patterns that may be associated
with strategies that differentiate high and low collaboration groups.

Keywords: Data Mining, CSCL, Face-to-face Collaboration, Tabletops.

1 Introduction

When students collaborate on a task, the triggering of specific cognitive mechanisms,
such as argumentation, debating and building of shared understanding, increases the
likelihood that learning may occur [2]. Developing skills for effective collaboration is
crucial not only in educational settings but also to meet other real-world challenges
[17]. In particular, face-to-face collaboration skills provides benefits that are not easy
to find in other forms of group work [5]. Without adequate support, however, group
members do not always naturally collaborate to complete their joint task or they may
find out that it requires too much time and additional effort [2]. This means that in
collaborative learning environments, it is important for the teacher to be aware of
students’ collaboration in order to provide this support [14].

New technologies can provide meaningful collaborative learning experiences for
students but also open new ways to help teachers enhance their awareness of students’
collaborative processes and potential group issues. We use two emerging technologies
in order to automatically capture and analyse students’ collaborative interactions:
multi-touch tabletops and data mining. We argue that enriched interactive tabletops

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 101-[10] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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have the potential to capture students’ verbal and touch activity that can be analysed
using data mining techniques to discover effective group collaboration strategies.

This paper describes the design of an automatic approach to distinguish, discover
and distil patterns of interaction that can be associated with groups’ strategies. We
apply three data mining techniques: a classification model to detect periods of
collaboration; sequential pattern mining, to find sequences that differentiate groups;
and hierarchical clustering. We demonstrate our approach with a study involving 20
triads of students building a shared artefact at an enriched tabletop that can automati-
cally and unobtrusively capture students’ activity. The main contribution of the paper
is our approach to automatically discover patterns of verbal interactions between
peers and touch actions on the shared device, which can be associated with strategies
that distinguish high from low collaboration groups.

The paper is organised as follows. First, we describe a summary of research at the
intersection of educational data mining and interactive tabletops. Then, we outline the
context of the study and the software and hardware used. Section 4 describes the data
mining approach. Section 5 presents the results found in our study and Section 6 con-
cludes with a discussion of the results and future research directions.

2 Related Work

There has been little prior research on using Artificial Intelligence (AI) techniques for
collaborative learning through a shared device. In previous work, we introduced a
semi-supervised technique to mine frequent students’ actions using a pen-based table-
top [11]. However, that work did not consider verbal activity, an essential aspect of
face-to-face collaboration. By contrast, Roman et al. [16] explored patterns of col-
laborative conversation at a non-interactive table. Even without Al techniques, they
showed that simple measures of speech presence can help distinguish outstanding
groups in terms of collaboration. In a similar setting, we proposed a technique to de-
tect periods of collaboration at a multi-display setting using classification algorithms
and taking into account the aggregation of both manually captured verbal utterances
and actions performed on personal computers [10]. However, no previous work in the
area has explored the fine-grained interweaving of students’ speech and touch activity
when working at an interactive tabletop.

A number of research projects have used Al techniques in networked collaborative
settings. For example, Anaya et al. [1] presented an approach to cluster and classify
students according to their collaborative activity. Duque et al. [3] proposed a fuzzy
model that generates rules to classify the different forms of collaboration that leads to
solutions of a certain quality. Soller et al. [18] used Hidden-Markov Models to
identify moments of knowledge sharing at a constrained and scaffolded interactive
networked system. In these three projects, the learning setting was such that all com-
munication during the learning task was mediated by the system, making it possible to
automatically log all the students’ actions compared with face-to-face environments,
where communication occurs simultaneously also verbally.
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3 Context of the Study

A total of 60 students, mostly enrolled in science courses, participated in the study.
Their learning goal was to enhance and share their understanding of the types of food
that should be included in a balanced diet, as recommended by the Dietary Guidelines
2011 published by the National Health and Medical Research Council of Australia.
First, each student read the guidelines and then created a concept map to represent
their understanding. A concept map is a directed graph in which nodes represent the
main concepts of a given topic and the edges are labelled with a linking word to form
a meaningful statement called proposition [13]. These maps were first built individu-
ally, using a desktop editor called CmapTools. For this, they were provided with an
informative text and received basic training in building concept maps. Then, students
were organised into groups of three and were given 30-35 minutes to build a joint
concept map at a tabletop. Next, we describe the tools the students used to create a
group concept map and, simultaneously, capture information of their interactions.

Fig. 1. Interactive tabletop learning environment for collaborative concept mapping

3.1 Collaborative Learning Tabletop Environment

We used Cmate [9], a tabletop application that allows learners to represent their col-
lective understanding of a topic in the form of a concept map (Figure 1). Cmate pro-
vides students with personalised menus to add the concepts or linking words they
used in their individual concept map created with CmapTools. At any time they can
create new concepts and links. Students can also have access to a screenshot of their
individual map to recall or share it with others. Students can decide to collaborate,
work separately, build upon their previous maps or create a totally new group artefact.

To capture students’ differentiated verbal and touch activity, we used Collaid [7].
Collaid extends ordinary interactive tabletop hardware to unobtrusively differentiate
students’ input by associating each touch performed on the interactive surface with a
specific student tracked through an overhead depth sensor'. Additionally, we capture
the presence of verbal participations by each learner and verbal turn-taking through an
array of microphones” situated on one of the edges of the tabletop.

! http://www.xbox.com/kinect
2 http://www.dev-audio.com
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3.2  Qualitative Assessments

The 20 groups were assessed by an external observer, following the method proposed
by Meier et al. [12] which quantifies nine qualitative dimensions of collaboration.
These are: mutual understanding, dialogue management, information pooling, consen-
sus, task division, time management, technical coordination, reciprocal interaction
and task orientation. Each dimension is quantified with a number between -2 (very
bad) and 2 (very good). We summed the nine dimensions to obtain a single score.
Groups with an overall negative score were considered as having low collaboration
(10 groups had scores ranging from -10 to 0). Groups with positive scores were con-
sidered as having high collaboration (10 groups had scores ranging from 5 to 19).

3.3 Research Question of the Study

In this study, we aimed to address the following research question: can we distinguish
high from low collaboration groups by identifying patterns of interaction, based on
their interwoven verbal and touch actions? Addressing this question can help build a
system that may automatically provide information to classroom teachers about
multiple groups, enabling them to decide which group most needs attention.

4 Approach

We describe our approach to distinguish which groups of students show high or low
levels of collaboration; discover patterns of verbal and touch activity that differentiate
these groups; and distil these patterns of interaction by associating them with groups’
strategies. Verbal and physical actions are captured through our environment. The
analysis is based on three data mining techniques. First, a classification model detects
periods of collaboration within each group to generate two datasets of high and low
collaboration. We aim to obtain group assessments similarly to the one described in
section 3.2 with no human intervention. Second, a sequential mining technique ex-
tracts patterns more frequently found in either high or low groups. Finally, hierarchi-
cal clustering is used to group similar patterns and facilitate their interpretation. Next,
we describe the details of each technique in the context of our research question.

Small-group . . Analysis of Collaboration

Collaboration r -a..f‘- Approach
2%

g

@ ¢
Q 1 - Distinguish high from 2-Discover frequent 3- Associate patterns
F 4 low collaboration patterns with strategies

2 L
Data Capture | & \é-‘ & \é‘
I A

Interactions
Result: Differentiated datasets Result: Differential patterns  Result: Grouped patterns
Technique: Classification Technique: Sequence mining Technique: Clustering

Fig. 2. Analysis of collaboration approach using three data mining techniques
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4.1 Distinguishing from Groups’ High and Low Collaboration

To determine the level of collaboration we implemented a method proposed by
Martinez-Maldonado et al. [8]. This begins by splitting the continuous group session
into blocks. Then, a Best-First decision tree is produced and used to classify each
period of group work according to a set of features of verbal and physical activity. It
was implemented as follows: 1) the audio and touch actions of each triad are grouped
in blocks of period of time ¢ (=30 seconds as recommended by [8]); 2) a defined
set of indicators of interaction are calculated per block, including: total time of all
learners’ speech, total number of utferances, distribution of verbal participation
among the students measured with the Gini coefficient [10] (symmetry of speech),
total number of fouch actions and symmetry of these actions; 3) the algorithm
generates a decision tree based on these features to classify each block as matching
one of three possible values: high (H), medium (M) or low (L) collaboration; finally,
4) the group is labelled overall as having either high or low collaboration based on the
proportion of blocks that appears more often.

This method was trained on a dataset captured from a multi-display setting where
learners had the same opportunities of participation and no roles assigned. The
approach was further extended to multi-touch tabletop systems [10]. This work
explored a few tabletop sessions and proposed the description of this model in terms
of simplified rules. They report that highly collaborative groups are characterised by
high levels of symmetric conversation, fewer physical actions and some asymmetry in
touch activity. By contrast, low collaboration groups present low levels of talk,
asymmetry in the conversation and more physical actions.

4.2  Discovering Frequent Patterns

One technique that takes account of the order of system’s events and that has been
used to identify patterns differentiating students’ behaviours in groups is sequential
pattern mining. Perera et. al. [15] analysed teamwork interactions through an online
management system by proposing a series of alphabets to represent sequential events.
Martinez-Maldonado et al. [11] also extracted sequential patterns of physical actions
at a pen-based tabletop and mapped similar patterns to group strategies. Kinnebrew et
al. [6] presented the differential sequence mining (DSM) technique which looks for
patterns that differentiate two datasets. These authors also included contextual data of
the actions in the sequence mining algorithm. We implemented a mixed technique by
using the DSM algorithm [6] and designing our own alphabet that considers verbal
and touch actions performed by multiple students [11, 15].

Alphabet definition. The DSM algorithm works on encoded students’ actions that
contain contextual information as defined by an alphabet. The initial raw data of each
group consists of two long sequences of actions: verbal and touch, defined as: {Re-
source, ActionType, Author, Time, Duration}, where ActionType can be: Add (create
a concept or link), Del (delete), Mov (move), Chg (edit), Open or Close (an individual
map). Resources can be: Conc (concept), Link (proposition), Indmap (individual map)
or Speech (utterance). Author is the learner who performed the action, Time is the
timestamp when the action occurred, and Duration is the time taken to complete it.
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Then, we encode each action using the alphabet in Table 1. The coding for a touch
action has one keyword from each level. The first two levels correspond to Resource
and ActionType. Levels 3 and 4 add contextual information. First, we inspect the im-
portant aspect of speech flow between students. Level 3 indicates whether there was
speech occurring with touch actions. It includes the next keywords: Sauthor, which
indicates that the same learner was talking and performing the touch action; Sother,
when another learner was talking while the author was performing the action; and
Nospeech, when the action was performed with no speech from any learner. Then, we
focus on touch actions, taking into account the time, order and author of each touch to
explore if only one student was building the solution or if their individual work was
more reciprocal (by either taking turns or modifying the solution in parallel).

Table 1. Alphabet

Alphabet: Touch-Verbal participation

Level 1: Level 2: Level 3: Speech Level 4:
Resource Action type during touch Previous action
Link Add Rem Nospeech Tsame
Conc Chg Mov Sauthor Tother
Indmap *Open *Close Sother Tparallel
Speech Shrt Full

* Applies to INDMAP object only

Level 4 distinguishes the learner who performed the previous touch action and
possible parallelism. It includes the next keywords: Tsame, when the previous action
was performed by the same learner; Tother, when the previous action was performed
by a different learner; and Tparallel, when the previous action was performed by a
different learner less than one second earlier. The utterances (Speech) that did not
happen in parallel with any touch actions are coded in the same sequence, with 2
keywords: Shrt and Full for utterances shorter or longer than u seconds respectively
(u=2). Some examples or encoded actions are: { Conc-Add-Tother-Sother} for an add
a concept action performed while another learner was talking; {Link-Add-Tsame-
Sauthor} if the same learner who performed the previous action added a link while
speaking; and {Speech-Full} if one of the learners starts speaking while none of
learners interact with the tabletop. The sequence obtained for each group contained
from 434 to 1467 physical actions and from 83 to 627 utterances.

The algorithm. In order to extract patterns of activity that differentiate high from low
collaboration groups, we applied the DSM algorithm [6] on our encoded datasets. A
sequential pattern is a consecutive or non-consecutive ordered sub-set of a sequence
of events that is considered frequent when it meets a minimum support criteria [4].
For DSM this is called sequence-support (s-support) and corresponds to the number
of sequences in which the pattern occurs, regardless of how often it appears within
each sequence. For this study, we set the s-support to 0.5 (similarly to [6]). The
algorithm also calculates repeated patterns within the dataset of sequences. This is
called instance support (i-support). We also set the error threshold to 1 to allow the
matching of patterns with up to one action different (similarly to [6, 11]). The output
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of this algorithm is a list of frequent patterns in each dataset that distinguish high from
low collaboration groups based on their i-support (p<0.1).

4.3  Clustering Frequent Patterns

As a result of applying the DSM technique it may be possible to find foo many
differential patterns or some that are very similar. Therefore, it may not be simple to
determine the higher level meaning of such findings without further processing. To
alleviate these redundancy and dimension issues, we clustered the resulting patterns
based on their similarity, as we did in [11]. We designed a modified version of the
Agglomerative Nesting (AGNES) hierarchical clustering algorithm. It was imple-
mented as follows: 1) Due to the multi-dimensionality of each sequence item, (each
item can have up to 4 keywords) we define a similarity criterion to drive the cluster-
ing. This is performed by configuring the level of keywords that will be used to
measure the similarity between 2 patterns. We explored two similarity criteria: i) fo-
cused on speech (speech, nospeech, sauthor and sother keywords), or ii) focused on
touch (tsame, tother and tparallel keywords). 2) The hierarchical clustering step is
performed in an iterative process that starts by considering each single pattern as a
cluster. Then, a similarity matrix among clusters is generated by calculating the
average average-link inter-clustering distance between sequences of each pair of clus-
ters focusing on the keywords selected in the previous step. The algorithm merges the
most similar clusters into new clusters recalculating the similarity matrix and continu-
ing with the process until it produces one single cluster that contains all the sequences
in the dataset. 3) To choose an adequate number of clusters we stop the iterations
when their number matches the max threshold (parameter m<=10). The clusters that
are still similar are merged (only if the intra-clustering distance of the new cluster is
not higher than the maximum internal distance of the largest cluster). 4) For each
cluster, the sequence that has an average length and contains the majority of the top
keywords found within each cluster is chosen as the representative sequence of the
cluster. Clusters with only one sequence are not included in the results. The result is a
short list of clusters of sequences within each dataset (high and low collaboration).

5 Study Results

Detecting Level of Collaboration. The classification model to detect blocks that are col-
laborative was trained on an external dataset [8] and then applied to each of the half a
minute blocks of tabletop activity. This dataset included audio and activity logs captured
from a multi display collaborative environment. As a result, 17 out of the 20 (85%) group
sessions were correctly identified as either highly or not very collaborative according to
the aggregation of their classified blocks (around 60-70 in each group) and the qualitative
assessment described in Section 3.2. Table 2 presents the distribution of blocks according
to groups’ collaboration. We can observe an increasing trend to highly collaborative
blocks in the high collaboration groups (30, 17 and 12 blocks classified as high, medium
and low collaboration). Groups with low collaboration levels presented more medium than
low collaboration blocks, but very few highly collaborative blocks (H=8, M=35, L= 29).
Some of the indicators of quality of collaboration are not easy to determine even through
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human judgment, and in consequence more challenging to measure automatically. These
results show that it is possible to approximately detect the overall level of collaboration
with simple rules using only quantitative indicators.

Table 2. Average number of classified blocks for high and low collaboration groups

Mean proportions of collaborative blocks

Collaboration High Medium Low
High 30 s=10 17 s=6 12 s=4
Low 8 s=4 35 s=9 29 s=10

Differential sequence mining and clustering. Then, the DSM algorithm was applied
on the dataset of high and low collaboration groups that was originally assessed
qualitatively. The result of this process was a total of 453 and 88 frequent patterns
respectively that were differential (p<0.1). The next step was to cluster similar pat-
terns using the AGNES clustering technique described above. Table 3 shows the re-
sulting clusters using two similarity criteria: i) focused on speech, and ii) focused on
parallelism and turn taking. First, regarding the role of speech in learners’ strategies at
the tabletop, highly collaborative groups had two main clusters: cluster-cl that con-
tains sequenced speech actions (utterances, highlighted in Table 3) and cluster-c2 that
shows an interweaving of physical actions with speech performed by other learners
(Sother keyword). For low collaboration groups, the clusters were: c3 that contains
mostly sequences of touch actions without speech (Nospeech, highlighted in Table 3)
and, to a much lesser extent compared with the highly collaborative groups, clusters

Table 3. Clusters generated

Clusters: focused on speech

High collaboration Representative sequences Strategy #
C1-{Con-Mov-Sother}>{Speech}>{Speech}>{ Speech}>{Speech}>{Speech} Chain of conversation 269
C2-{Speech}>{Speech}>{Con-Mov-Sother}>{ Link-Add-Sother} Actions and others’ speech 144

Low collaboration
C3-{Con-Mov-Nospeech}>{Link-Add-Nospeech }>{Con-Mov-Nospeech } Actions with no speech 72
C4-{Speech}>{Speech}>{Con-Mov-Nospeech} Speech and actions 9
C5-{Con-Mov-Sauthor}>{Speech}>{Speech}>{Speech}>{Speech} Chain of conversation 4
C6-{Con-Mov-Sother}>{Con-Mov-Sother} Actions and others’ speech 3

Clusters: focused on turn-taking and parallelism

High collaboration Representative sequences Strategy #
C7-{Speech}>{Speech}>{Speech}>{Speech}>{ Speech}>{Speech}>{Speech} Long conversation 246
C8-{Speech}>{Con-Mov-Tsame}>{Speech}>{ Speech}>{Speech} Chain of conversation 145
C9-{Con-Mov-Tsame}>{ Link-Add-Tsame }>{ Link-Chg-Tsame } 1 learner actions 36
C10-{Speech}>{Con-Mov-Tsame }>{Link-Add-Tsame}>{Speech}>{Speech} 1 learner actions and speech 20
C11-{Link-Add-Tsame }>{ Con-Mov-Tother}>{Link-Mov-Tother} Turn-taking 6

Low collaboration
C12-{Con-Mov-Tparallel } >{ Link-Mov-Tother}>{Con-Mov-Tparallel } Parallelism 34
C13-{Con-Mov-Tother}>{Con-Mov-Tother}>{Link-Add-Tsame} Turn-taking 27
C14-{Speech}>{Con-Mov-Tparallel} >{Speech} Speech and parallelism 5
C15-{Con-Mov-Tother}>{Speech}>{Speech}>{Speech}>{Speech} Chain of conversation 4

# number of frequent patterns included in the cluster
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that can be associated with conversational patterns and interweaving of actions with
some speech (c5 and c6). In the case of clusters obtained by focusing on the sequence
and authorship of touch actions, we found 5 clusters for the highly collaborative
groups (c7-11). Similarly to the previous case, the two larger clusters are associated
with long chains of conversation (c7) or conversation accompanied with some touch
actions (c8). Clusters ¢9 and c10 show chains of actions performed by the same
learner in a row. This information is shown by the presence of the keyword Tsame
(highlighted in Table 3) in the sequences. The smaller cluster is cl11 that shows se-
quences of actions performed by different learners; an indication of what we call turn-
taking (Tother keyword). In the case of low collaboration groups the size of the clus-
ters had the opposite order compared to highly collaborative groups. The largest clus-
ters mostly contain sequenced actions with the keywords Tparallel and Tother (c12
and c13), pointing to the presence of more parallelism and turn-taking in low collabo-
ration groups than in highly collaborative groups. Cluster c-15 shows some conversa-
tional patterns in these groups.

6 Discussion and Conclusions

We presented the design of our approach for automatically distinguishing groups
according to their level of collaboration, mining the frequent sequential patterns that
differentiate these, and then grouping the patterns to associate them with higher level
strategies. We implemented this process by analysing the verbal and touch traces of
learners’ interaction at an interactive tabletop. We validated our approach through a
study that involved the participation of 20 triads building concept maps on a tabletop.

We used a decision tree to classify blocks of activity based on quantitative indica-
tors of verbal and touch actions and how symmetric these were. This method proved
effective in identifying the level of collaboration of 85% of the triads. The classifica-
tion was not infallible but had an acceptable rate, suggesting a reasonable method for
automatic differentiation of groups’ activity. We applied the DSM [6] technique
which generated a large number of patterns, especially for the highly collaborative
groups. Our AGNES hierarchical clustering algorithm served to analyse the relation-
ship of speech and touch and address our research question. We found some strategies
that differentiate groups based on the sequences of actions of speech with and without
physical activity, which characterised the highly collaborative groups. On the other
hand, we found that the sequenced actions with higher rates of parallelism, turn taking
and touch activity with less speech characterised the low collaboration groups.

Our approach can serve as a basis for the implementation of a system that can
automatically and unobtrusively capture verbal and physical activity at the tabletop in
order to alert teachers of possible issues in small-groups activities. It can provide
them with key information to enhance their awareness of and highlight good collabo-
ration practices. Our future work includes the design of the presentation layer for a
teachers’ dashboard displaying a suitable form of this information. We also plan to
include different contextual information in the data analysis, for example, indicators
obtained from the group artefact and the content of the learners’ utterances.
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Abstract. We developed a learning environment to combine problem-
posing and problem-solving activities. The participants learned a formal
logic system, natural deduction, by alternating between the problem-
posing and problem-solving phases. In the problem posing-phase, the
participants posed original problems and presented them on a shared
problem database called “Forum,” which was accessible to other group
members. During the problem-solving phase, the participants solved the
problems presented on Forum. This first round of problem posing and
solving was followed by a second round of problem posing. We performed
two practices for evaluation. The results showed that the participants
successfully posed more advanced problems in the second round of prob-
lem posing as compared to the first. The empirical data gathered from
the two practices indicated a significant relationship between problem-
solving and problem-posing abilities.

Keywords: problem posing, problem solving, natural deduction, pro-
duction system.

1 Introduction

In addition to problem solving, problem posing (i.e., learners generating original
problems) is an effective method of learning. Computer-based learning enviorn-
ments for problem posing have been developed in the ATED community [14] [6].
Learning with problem posing has been actively performed, especially in math-
ematical education. Silver discussed the functions of problem posing with other
learning activities such as creative activities, inquiry learning, and improvement
of problem-solving performances [I1]. English indicated that problem posing has
learning effects such as improving problem-solving abilities, training divergent
thinking, discovering erroneous concepts, and improving attitudes toward math-
ematics [3].

Conversely, learning with problem posing also presents difficulties. Problem
posing is generally more difficult than problem solving, especially for introduc-
tory students. In problem posing, students must generate a variety of problems;
however, most introductory students tend to generate limited types of problems.
English instructed elementary school students to pose problems consistent with
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a specific equation within a context by presenting photographs and stories [4].
This resulted in the construction of limited types of problems. Even after three
months of class practice, this tendency was not notably improved. Mestre re-
quired university students to pose problems in kinetics by presenting physical
concepts such as Newton’s second law of motion and the law of conservation of
energy within a problem-posing context [7]. The result was that many represen-
tative problems similar to example problems in textbooks were generated.

Problems generated in learning through problem posing were not deductively
constructed from given conditions. Learners must add additional constraints and
assume contexts while problem posing. Thus, problem posing is a creative think-
ing activity. In fact, problem posing is often used as an item in creative thinking
tests. In psychological studies of creative thinking, researchers have utilized ab-
stract experimental tasks such as imagining aliens from unknown planets and
inventing original furniture for the near future [5]. In the preceding studies, it was
recognized that reality and practicality along with originality were important cri-
teria fulfilled by creative products. Practicality in learning with problem posing
implies that invented problems must be mathematically valid. Such constraints
were especially important in problem-posing activities. When considering learn-
ing support in problem posing, it may be a key to have learners specifically focus
on originality and validity.

The first aim of the current study is to design and develop a unified learning
environment for learning through problem posing, and to evaluate its utility em-
pirically through class practices. The characteristics of our learning environment
are as follows:

Simultaneously Learning Problem Posing and Problem Solving: Generally, prob-
lem posing is recognized as a more advanced learning activity than problem solv-
ing. Therefore, learning through problem posing usually follows learning through
problem solving. In our learning environment, these two types of learning develop
simultaneously, and one activity reinforces the other by linking the problem-
posing and problem-solving training.

Learning Problem Posing through Group Activities: We proposed an instruc-
tional design for group learning called Learning through Intermediate Prob-
lems (LtIP) [9] [8]. LtIP makes differences in the implicit knowledge of group
members explicit through intermediate problems generated by participants and
motivates the members to overcome these differences. Learning is achieved dur-
ing the group activities. The learning environment in the current study is an
example of a learning design based on LtIP.

The former characteristic enables the gathering of rich empirical data about
both problem-posing and problem-solving activities. Problem posing is divergent
thinking, while problem solving is convergent thinking; each has an opposite flow
in its cognitive information processing, and the relationship between the two has
drawn the attention of cognitive and learning scientists. Preceding studies have
indicated large gaps between the two cognitive activities. For example, studies in
second language acquisition have investigated the relationship between sentence
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recognition and sentence production. Although learners may acquire relatively
high skills for sentence recognition, they face challenges in sentence production.
Takakuwa suggested through his ESL education practices that sentence recog-
nition and production performances are based on different types of cognitive
processing in learners [13]. Furthermore, training in one activity does not con-
tribute to an improvement in the other. A similar phenomenon was confirmed in
the skill acquisition of computer programming languages. Anderson et al. indi-
cated only slight transfer of ability from reading program codes to writing them
[12]. The second aim of this study is to examine the relationship between such
opposing types of cognitive processing as problem posing and problem solving
and to accumulate empirical data about the activities through class practices.

2 Learning Environment

Lessons in our learning environment were conducted with university students.
We used an authentic task, natural deduction (ND), as a learning material.

ND is a proof calculus in which logical reasoning is expressed by inference
rules that are closely related to natural methods of reasoning [2]. Participants
learn inference rules and strategies for applying these rules, such as strategies for
inferring a proposition =) — =P from a premise P — (). Several universities
include ND in their curricula to teach the basics of logical thinking and formal
reasoning.

The following is an example of a solution process:

(1) P—» Q  Premised

(2) -Q Assumption

(3) P Assumption

(4) P - @  Reiteration of (1)

(5)Q — Elimination from (3) and (4)

(6) @ Reiteration of (2)

(7) =P = Introduction from (3), (5), and (6)

(8) =Q — —P — Introduction from (2) and (7)

Participants learn in a small group consisting of approximately ten members.
Learning is developed by alternating between the problem-posing and problem-
solving phases. Figure 1 shows an overview of our learning environment that
consists of (1) “Forum,” a shared problem database, (2) the problem-posing
editor, and (3) the problem-solving support system.

In the problem-posing phase, participants pose original problems using the
problem-posing editor and share them on Forum, which were accessible to other
group members. In the problem-solving phase, participants solve the problems
presented on Forum.

A key factor in our learning environment is the linkage between problem
posing and problem solving. Participants learn through two types of linkages
between problem-posing and problem-solving activities. The first is an intrap-
ersonal linkage functioning within an individual. Participants self-check the va-
lidity of their original problem before presenting it on Forum, and as they pose
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Fig. 1. An overview of the learning environment

more complex and difficult problems, they are required to solve them indepen-
dently. The second linkage is an interpersonal linkage functioning among the
group members. As the group members pose more sophisticated problems in
the problem-posing phase, the quality of problems shared in Forum increases,
engaging the group members in advanced problem-solving activities during the
problem-solving phase. Thus, participants who experienced advanced problem
solving are expected to establish footholds for more advanced problem posing in
the second problem-posing phase.

In our learning environment, learning supports are provided for problem-
solving activities. A complete problem solver that can solve any ND problem
must be built in the problem-solving support system because problems that the
system encounters are not determined prior to class activities. This problem-
solving support system was developed in our preceding study [10]. The system
is used for both self-checking original problems in the problem-posing phase and
solving problems in the problem-solving phase.

3 Practices

3.1 Participants and Procedures

We performed two practices: one for undergraduates in a liberal arts college and
the other for graduates in a graduate school of information science.
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Practice 1: In Practice 1, 32 students (juniors and seniors) in a liberal arts
college joined our practice. They were divided into four groups, including groups
of seven and nine students as well as two groups of eight students. The ND system
comprised thirteen inference rules and eight solution strategies. In Practice 1, a
subset of nine rules and two strategies was used for introductory students.

Practice 1 was performed during three lessons of a cognitive science class.
The participants learned the basics of formal reasoning systems and psychology
of human reasoning and the basics of natural deduction from printed material.
Subsequently, they used the problem-solving support system to solve eight ex-
ample problems. In the final phase of the three classes, two printed test problems
were solved to measure the participants’ problem solving abilities.

Following the class activities, the problem-posing practice was performed. The
first round of problem posing was performed over 23 minutes, followed by a 32-
minute problem-solving phase. Then, the second round of problem posing was
also performed over 23 minutes. We evaluated the effects of our learning environ-
ment by comparing the problems posed in the first and second rounds of prob-
lem posing. In addition, we discussed the relationship between the participants’
problem-posing and problem-solving abilities by comparing their problem-solving
test scores and the quality of the original problems in the problem-posing phase.

Practice 2: Practice 2 investigates more advanced problem-posing activities
than Practice 1, and was performed in a laboratory setting. Twenty-five gradu-
ates in a graduate school of information science were recruited for the practice,
and each was compensated JPY 8000 if they participated in all sessions of the
practice. The participants were divided into four groups, including three groups
of six and one group of seven participants. A full set of ND system consisting of
thirteen inference rules and eight solution strategies was used.

The experimental procedure was almost identical to that in Practice 1. Basic
instructions were provided to each group. The participants used the problem-
solving support system to solve nine problems. This training was performed
individually at each participant’s residence. The system was provided as a web-
based software. On the other hand, for problem posing, the participants were
gathered in a laboratory, where each group engaged in the problem-posing and
problem-solving activities. Prior to the activities, two test problems were solved
to measure the participants’ problem-solving abilities; these problems were more
difficult than those used in Practice 1.

3.2 Comparisons of Problems in 1st and 2nd Round Problem Posing

The quality of problems posed was measured on the basis of the number of steps
required to solve the problems and the required number of inference rules and
solution strategies. We admit problems with larger numbers in these indexes as
more complex and higher in quality. Figure 2 shows a comparison of the average
number of solution steps for the problems posed in the first and second rounds
(t(31) = 3.25, p < 0.01 in Practice 1 and ¢(24) = 2.90, p < 0.01 in Practice 2)
and Figure 3 shows a comparison of the average number of rules and strategies
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to solve the problems (¢(31) = 3.53, p < 0.01 in Practice 1 and #(24) = 3.33,
p < 0.01 in Practice 2). The results indicate that the quality of posed problems
increased from the first to second phase in both Practice 1 and Practice 2.

For more detailed analysis, we categorized the relationship between rules (and
strategies) required to solve the problems posed in the first round and those in
the second round into five types, as illustrated in Figure 4. The results of the
analysis are shown in Table 1 (Practice 1) and Table 2 (Practice 2), which
indicate that most participants posed advanced problems in the second round;
they used rules and strategies that had not been employed in the first round of
problem posing in both Practice 1 and Practice 2.

Figure 5 indicates the degree to which the rules and strategies that the group
members utilized for posing problems covered the full set of ND system in Prac-
tice 2 and the aforementioned subset in Practice 1. The results show that in
Practice 1, the covering rate reached almost 100% in the first round of problem
posing. However, in Practice 2, less than 50% of the rules and strategies were
used in the first round, and the rate increased in the second round. This suggests
that, especially in more advanced learning in Practice 2, the participants were
successfully guided to adopting more rules and strategies through a group ac-
tivity by referring to other members’ problems in the preceding problem-solving
phase.
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Table 1. Distribution of relationship between problems posed in the first and second
rounds of problem posing (Practice 1)

Independent Overlapping Intersection Embedded Identical

Group 1 5 2 1 1 0
Group 2 2 0 3 0 1
Group 3 4 2 2 0 0
Group 4 2 2 4 0 0

Total 13 6 10 1 1

Table 2. Distribution of relationship between problems posed in the first and second
rounds of problem posing (Practice 2)

Independent Overlapping Intersection Embedded Identical

Group 1 3 1 2 0 0
Group 2 1 3 3 0 0
Group 3 0 4 2 0 0
Group 4 2 1 2 1 0

Total 6 9 9 1 0

3.3 Comparison between Problems Posed and Problem-Solving
Test

Figure 6 shows a correlation between the average number of solution steps for the
problems posed in the second round and the average score of the two problems
in the problem-solving test (r = 0.57, p < 0.01 in Practice 1 and r = 0.37, p <
0.10 in Practice 2). Furthermore, Figure 7 shows a correlation between the average
number of rules and strategies required to solve the problems and the average score
of the two problems in the problem-solving test (r = 0.58, p < 0.01 in Practice
1 and not significant in Practice 2). Thus, the results from Practice 1 indicate a
significant relationship between problem-solving and problem-posing abilities.
Contrary to Practice 1, neither correlation was significant in Practice 2, since
there were participants who achieved a high score in the problem-solving test but
were unable to pose a high quality problem. These participants are distributed
to the lower right area of the graphs in Figures 6 (b) and 7 (b). Conversely, there
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were no participants distributed to the upper left area of the graphs, indicating
that all participants who posed high quality problems acquired high problem-
solving abilities. Thus, acquiring a high problem-solving ability is required for a
high capability for problem posing.

4 Discussion and Conclusions

This study adopted the LtIP framework to develop a unified learning support
environment for teaching ND, in which participants learn while referring to prob-
lems posed by other participants. In addition, this study evaluated the utility of
this environment.

The results of our practices indicated that the participants posed more ad-
vanced problems after solving other members’ problems presented on Forum.
A question remains regarding the degree to which referring to other problems
contributes to this improvement. Is a similar effect obtained even when partici-
pants solve problems that teachers systematically select and offer instead of the
mutual references of shared problems? The answer is likely YES. Nevertheless,
the advantages of our learning environment, which includes mutual references of
problems, still remain.

The relationship between learning to solve problems from teachers and learn-
ing through other members’ problems corresponds to the relationship between
learning in which teachers directly instruct students and learning in which stu-
dents construct knowledge by themselves through mutual interactions. A rep-
resentative example of the latter is the jigsaw learning [I]. Previous practices
using the jigsaw method indicated that group members constructively acquired
meta-level knowledge by exchanging their knowledge. Since an individual re-
sponsibility was assigned to each member, contributions of each member to the
group activities were promoted. In addition, affective effects such as an increase
in interest and enjoyable learning experience were also confirmed.

Certain advanced problems that are not included in published textbooks were
included in the problems posed in Practice 2. The validity of all problems saved in
Forum was verified, and their fundamental natures such as the required inference
rules and solution steps are recorded in the database as the problems were solved
by the problem-solving support system before being presented on Forum. Thus,
the problem database itself is valuable as a set of problems for learning ND.
Developing systematic methods of using the constructed database may be an
important focus for future research.

Next, we discussed the relationship between problem-solving and problem-
posing abilities based on the empirical data obtained through the practices. The
analyses indicated a correlation between the two abilities in Practice 1 but not in
Practice 2. However, in Practice 2, it was confirmed that problem-solving ability
is required for advanced problem posing.

In both practices, we analyzed the quality of problems posed on the basis of
the required number of solution steps and inference rules and strategies. Thus,
we evaluated the quality from the viewpoint of complexity and difficulty. How-
ever, some participants, especially in Practice 2, may have been interested in
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the originality of their problem. For example, a participant in Practice 2 posed
the following problem: deduct =(—P) from a premise P. This problem was con-
structed by reversing the premise and conclusion of the following problem: deduct
P from —(—P). The latter was an inference rule rather than a problem, and was
solved through merely one step. On the other hand, to solve the former prob-
lem, one of the most advanced solution strategies, the reductio ad absurdum,
should be utilized. Four solution steps are required for the problem; therefore,
from the viewpoint of solution steps, it is not highly difficult. However, it may be
a creative problem because an insight is required to invent this problem. More
detailed analysis from multiple viewpoints is our important future work.
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Abstract. Social user-generated content (e.g. comments, blogs) will play a key
role in learning environments providing a rich source for capturing diverse
viewpoints; and is particularly beneficial in ill-defined domains that encompass
diverse interpretations. This paper presents ViewS - a framework for capturing
viewpoints from user-generated textual content following a semantic sensing
approach. It performs semantic augmentation using existing ontologies and
presents the resultant semantic spaces in a visual way. ViewS was instantiated
for interpersonal communication and validated in a study with comments on job
interview videos, achieving over 82% precision. The potential of ViewS for
enriching learning environments is illustrated in an exploratory study by
analysing micro-blogging content collected within a learning simulator for in-
terpersonal communication. A group interview with simulator designers
evinced benefits for gaining insights into learner reactions and further simulator
improvement.

Keywords: Social content, Semantic Augmentation and Analysis, Viewpoints,
Interpersonal Communication, Simulated Environments for Learning.

1 Introduction

Social spaces are radically transforming the educational landscape. A new wave of
intelligent learning environments that exploit social interactions to enrich learning
environments is forming[1]. Notable successes include using socially generated con-
tent to augment learning experiences [2], facilitate search[3], aid informal learning
through knowledge discovery or interactive exploration of social content [4], facilitate
organisational learning and knowledge maturing. In the same line, social contribu-
tions are becoming invaluable source to augment existing systems, e.g. [5-7] and to
build open user models [8-9]. Social spaces and user generated content provide a
wealth of authentic and unbiased collection of different perspectives resulting from
diverse backgrounds and personal experiences. This can bring new opportunities for
informal learning of soft skills (e.g. communicating, planning, managing, advising,

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 121-130] 2013.
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negotiating), which are ill-defined domains requiring awareness of multiple interpre-
tations and viewpoints [10]. There is a pressing demand for robust methods to get an
insight into user generated content to empower learning of soft skills. Such a method
is presented in this paper, exploiting ontologies and semantic augmentation.

While semantic analysis of social content is revolutionizing human practices in the
many areas (e.g. policy making, disaster response, open government), little attention
has been paid at exploiting semantic technologies to gain an understanding of social
content in order to empower learning environments. The approach presented in this
paper is a step in this direction. We present a semantic social sensing approach which
explores ontologies and semantic augmentation of social content to get an insight into
diversity and identify interesting aspects that can be helpful for enriching a learning
environment. While the approach can be seen as resembling open learner models of
social interactions (e.g.[8-9, 11], it has crucial differences - we link social user gener-
ated content to ontology entities and provide interactive visualizations in the form of
semantic maps for exploring such content.

The work presented here is conducted within the EU project InREAL' which
examines the use of digital traces from social spaces to augment simulated environ-
ments for learning. We present a semantic social sensing approach adapted for user
generated content on interpersonal communication (Sections 2 and 3), focusing on
non-verbal communication (body language and emotion). This contributes to newly
establishing research in social knowledge management for learning. The approach is
then applied to one of the INMREAL use cases — a simulator for interpersonal commu-
nication in business settings (Section 4). We examine the potential for gaining an
understanding of user reactions with the simulation and extending the simulation con-
tent. Our approach offers a new dimension in the established research strand on eva-
luating and extending simulated environments for learning by adding a novel way of
sensing learners and content, in addition to traditional methods of log data analysis
[12-13], measuring the learning effect [14-15] or eye tracking[16].

2 The ViewS Framework

ViewS (short for Viewpoint Semantics) - is a framework for capturing the semantics
of textual user generated content (e.g. comments, stories, blogs). ViewS utilises exist-
ing semantic repositories (in the form of ontologies) with corresponding techniques
for semantic augmentation of text input, and comprises of two phases ( see Figure 1).

Phase 1: Text Processing. This involves: (i) Extraction of text surface form (SF)
from the input text using Natural Language Processing (NLP) modules. The Stanford
NLP? parser is utilised for these modules for tokenisation, sentence splitting, part-of-
speech tagging and typed dependency extraction. The extracted SF includes exact text
tokens (spans), stemmed tokens, and multi-token terms from the typed dependencies
(negations are also included). (ii) Linguistic and semantic enrichment of the SF to
provide enriched surface form (ESF). Freely available generic language resources are

! http://www.imreal-project.eu
2 Stanford Parser: http://nlp.stanford.edu/software/lex-parser.shtml
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used: a) WordNet® for lexical derivations and extraction of synonyms and antonyms
(presented with negation); b) DISCO* corpus for deriving similar words based on co-
occurrences in textual corpus by using the similarity queries; and c¢) Suggested Upper
Merged Ontology - SUMO?, for detecting relevant senses by using lexical categories
and semantic mappings of terms identified from WordNet. The resultant ESF allows
for a broader set of textual terms to be mapped to ontologies.

Phase 2: Semantic Annotation. The semantic annotation concerns the mapping of
both SF and ESF to ontology entities, using one or more ontologies. Each ontology
represents a specific dimension of the domain which we wish to analyse the view-
points expressed in user generated content. For example, emotion and body language
are the two chosen dimensions for examining user generated content in the domain of
interpersonal communication. The algorithm for annotation prioritises the mapping of
the SF. The result of the semantic annotation is a set of XML elements which seman-
tically augment the textual content with ontology entities. These elements include the
annotated textual token(s), the ontology entity URI, a negation operator (when such
exists), the WordNet sense for the specific token (based on the SUMO mapping) and
the corresponding ontology name.

Semantic

Augmentation
! Phase 1: Text Processing l

exact text tokens

‘ NLP modules for text analysis ‘

surface stemmed tokens
TextSurface N ___ _ form
Form (SF) (SF)
typed dependencies —

multi-token terms
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Phase 2: Semantic Annotation

l Link to Ontology Entities

I
) XML elements with links
semantically augmented ™\ _ _ ______ > to ontology entities
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Fig. 1. The ViewS® semantic augmentation pipeline: a text surface form is extracted and
enriched from the text processing Phase 1 and in Phase 2 is linked to ontologies

N

3 WordNet: http://wordnet.princeton.edu/

4 DISCO: http://www.linguatools.de/disco/disco_en.html

5 SUMO: http://www.ontologyportal.org/

% Demo of the ViewS Semantic augmentation is available at:
http://imash.leeds.ac.uk/services/ViewS



124 D. Despotakis et al.

Instantiation of ViewS for Interpersonal Communication with a Focus on Social
Signals. In this paper, the domain interpersonal communication (IC) is chosen with
the focus on two dimensions of social signals (emotion and body language). WordNet
lexical categories and SUMO concepts for sense detection relevant to IC and social
signals were selected’. For the semantic annotation phase we utilised two ontologies:
(i) WordNet-Affect, which comprises a rich taxonomy of emotions with 304 concepts.
The original XML format of WordNet-Affect was transformed to RDF/XML® to
enable semantic processing. (ii) A body language ontology’ which was built as part of
the Activity Modelling Ontology [17] developed within the InREAL EU Project.
This body language ontology combined concepts in a survey article for social signal
processing [18], a personal development site for business communications skills'”,
and a portion of SUMO. An example of a user comment on a job interview video, and
the corresponding set of annotations, is shown in Table 1.

Table 1. The annotation set of an example comment

Comment " The applicant is not anxious. She appears very confident, although she is not greeting
the interviewer and then sits and crosses her legs. She does not respect the interviewer.

The interviewer might feel discomfort with the applicant's manners."

Text Token(s)  (ontology entity, {Ontologies presenting dimensions})

{not, anxious} (- anxiousness,{ WNA(ffect, Body Language}),(— nervousness, {Body Language}),

appears (facial_expression, {Body Language}), (face, {Body Language})

confident (confidence, { WNAffect, Body Language}), (authority, {Body Language})

Sits (sitting , {Body Language})

{not, greeting} (- greeting, {Body Language})

Legs (legs, {Body Language})

respect (- regard, {WNAffect}), (- admiration, { WNAffect})

discomfort (nausea, { WNAffect}), (distress, { WNAffect}), (frustration, { WNAffect}), (anxiety,

{WNAffect}), (-comfortableness, { WNAffect}), (confusion, { WNAffect})
{crosses, legs} (crossed_legs_sitting, { Body Language})

3 Validation of the Semantic Augmentation Mechanism

An experimental study was conducted to validate the precision of the semantic augmen-
tation with ViewS in the above instantiation. Content was collected using a system which
presented selected YouTube videos showing interesting job interview situations and
asked users to comment at any point in the videos on interesting aspects they saw in the
videos or could relate to their personal experience. The study involved 10 participants (5
male and 5 female). 183 user comments were collected. 1526 annotations were extracted

7 The selection was made by a social scientist expert in manual annotation of content for IC.

8 The WNAffect taxonomy: http://imash.leeds.ac.uk/ontologies/
WNAffect/WNAffect.owl

° BodyLanguage ontology: http: //imash.leeds.ac.uk/ontologies/
BodyLanguage/BodyLanguage . owl

10 http://www.businessballs.com/body-language.htm
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with ViewS (average of 8.3 annotations per comment). Three expert annotators
(two social scientists with experience in content annotation and activity modelling and
one psychologist) examined each comment and the corresponding semantic augmenta-
tion produced by ViewS. The average pair-wise inter-annotator specific agreement'' for
correct annotation was 80%. The system achieved 89.97% micro-averaging precision'”
(i.e. the precision of the annotations for the whole corpus of comments) for correct ontol-
ogy entity extraction (for WNAffect 96.84% and for Body Language 92.65% - entities
are shared between the two ontologies) and 82.5% for correct identification of textual
terms important to describe the textual comment (see Table 2 for a summary), consider-
ing the majority of responses by the three annotators. For these annotations the
enrichment methods followed were more favorable than the surface form based (73%
compared to 27%). The macro-averaging precision (i.e. the average of the precision for
each comment) was 89.55% for correct ontology entity extraction and 82.72% for
correctly identifying text terms to describe the comment.

Table 2. Summary of the annotated content (183 user comments) over the two ontologies

SF ESF Total

Annotations WNAffect 28 321 349
Body Language 318 859 1117

Distinct Ontology WNAffect 12 89 101 (33.2% of 304)
Entities Body Language 82 142 224 (42.5% of 526)

The validation study showed that ViewS performed very well with the instantiation
for emotion and body language (see Section 2). The high precision (over 82% in dif-
ferent annotation aspects) signifies a reliable semantic augmentation mechanism to
enable semantic analysis of IC related content.

4 Application of ViewS for Enriching an IC Simulator

4.1  The Simulator and Study Setup

To examine the potential of exploiting the semantic output of ViewS for enriching
learning environments, we conducted an exploratory study that collected social con-
tent within an existing simulator for interpersonal communication in business settings.
The simulator is developed by imaginary Srl within the framework of the INnREAL
EU project. The study involved one of the simulation scenarios — the learner is a host
who organises a business dinner involving several people from different nationalities.
The interaction with the simulator is expected to promote awareness of the impor-
tance of cultural variations in IC, focusing on differences in social norms and use of

! The prevalence of responses by the annotators lead to imbalanced distribution which results
to low Kappa, even though the observed agreement (Po) is high. The specific agreement was
reported following: D. V. Cicchetti and A. R. Feinstein, "High agreement but low kappa: II.
Resolving the paradoxes," Journal of Clinical Epidemiology, vol. 43, pp. 551-558, 1990.

12 For details regarding precision calculation please refer to: Sebastiani, F.: Machine learning in
automated text categorization. ACM Comput. Surv. 34, 1-47 (2002).
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Fig. 2. Example learner interaction screen — the simulated situation is in the Dinner episode
where the host has to decide about ordering food for his business guests

body language, and how this may influence a person’s expectations and emotions. It
also aims to promote reflection on personal experiences in relevant IC contexts.

The simulated scenario includes four episodes: Greetings (situations embed arriving
on time, different norms about greetings, first impression, and use of body language),
Dinner (situations embed use of body language and different preferences about food and
drink), Bill (situations embed use of body language and different norms about payment),
Goodbye (situations embed use of body language and different norms about greetings).
Figure 2 illustrates the interface and the interaction features provided to the leaner to
select a response and read/write micro-blogging comments.

The simulator was used by 39 users who attended interactive sessions at learning
technology workshops or responded to invitations sent to learning forums in Europe.
The data was collected during the period 29 Oct 2012 — 15 Jan 2013. Micro-blogging
comments (total of 193) were provided by 25 of the users, and were semantically
augmented with ViewS for IC (see Table 3 for a summary).

Table 3. Summary of the ViewS annotation of the micro-blogging content in the study

Episode Greetings Dinner _ Bill Goodbye All
. WNAffect 82 84 18 8 192
Annotations
Body Language 311 236 100 76 723
Distinct Ontology ~WNAffect 36 36 11 5 57
Entities Body Language 76 63 43 33 106

The output of ViewS was shown to two simulator designers (with background in
Psychology) who were involved in the creation and improvement of the simulated
scenario. The semantic augmentation output was visualised in the form of semantic
maps to enable exploration of both ontologies - WNAffect and Body language-, and
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identification of ontology entities that linked to user comments and their location over
the ontologies (see examples in Figures 3, 4). The exploration allowed filtering based
on episodes and user groups, and comparison of the resultant semantic maps.

4.2  Semantic Social Sensing with ViewS

The simulator designers were shown semantic maps providing: (i) overview of the
annotations for each episode; (ii) comparison between different episodes; and (iii)
exploration and comparison of user groups. For each semantic map, the designers
were asked if they could see anything interesting and, if so, how it could be helpful
for them. Designers’ observations and feedback were driven by the key challenges
they were facing: (i) getting an insight of the user reactions with the simulator; and
(i1) improving the simulation scenario to make it more realistic and engaging. Identi-
fied benefits and limitations of ViewS for simulator enrichment are sumarised below.

Overview. The simulator designers were first shown an overview of the annotations
of comments from all users for each simulation episode.
neusea, disike, anger.fury wrath Exploring the semantic maps, the de-
annoyance, fit, pique, aggravation signers noted that: (i) there were several
clusters of positive and negative emotions
in WNAffect (Figure 3); this confirmed
the designers’ expectation that the simula-
S siness IO €xperience should trigger links to
~gravity  these emotions; (i1) the body language
entities clustered around social interaction
and psychological process, which was
also seen as an indication of the desired
effect of the simulation; (iii) the formed
ontology clusters were also characterised
by the designers as "hot-topics" on which
more attention could be given in the simu-
lation (e.g. by extending the feedback or
R _ by adding more situations); (iv) the ontol-
preference, friendliness, fondness, affection, regard, .
easiness, confidence, empathy, lovingness ogy hlerarChy was helpful to see the depth
(abstract or specific) of the emotions and
body language entities - the designers
commented that this could give them
suggestions for the range of emotions they
could include in further situations or for
improving the existing situations.

Fig. 3. The semantic map of annotations
(highlighted nodes) for all comments on the
Greetings episode. It shows a cluster of nega-
tive emotions around dislike and anger (top,
centre), a cluster of positive emotions, and
few ambiguous emotions on the right side.

Gateway to Comments. In addition to the semantic overview, the designers pointed out
the need for examining the learners’ comments in order to get deeper insight into the
content. The ontology clusters facilitated the examination of user comments in semanti-
cally close groups related to specific ontology regions. The designers were specifically
interested whether the comments were related to personal experience or to the simulated
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situation, which was not possible to analyse with ViewS. Manual inspection of several
groups of comments indicated that most comments referred to either personal experience
or rules the learners were following (see examples in Table 4). Some of the comments
were seen as helpful to enrich the feedback provided to the learner or to add more options
for response in the simulator.

Table 4. Example comments and annotated WNAffect entities in the Greetings episode

Negative Just two days ago I discussed with a friend of mine because he was re- anger, fury

ally late...1 felt so angry!

Positive Being on-time helps to build confidence especially when meeting new confidence

people for the first or second time

Comparison between Episodes. Comparison of semantic maps enabled comparing
different episodes. For example, the content related to the Bill episode did not refer to
many WNA(ffect entities (Figure 4, left), compared with the Greetings episode (Figure
3). The designers found such comparison useful because it provided a sensor of which
simulation parts would require further improvement and in what direction (e.g. the
designers noted that the Bill episode could be improved as it did not have many
branches and situations, and hence did not provoke much user comments linking to
emotion entities). Furthermore, semantic maps for the same episode were compared
(an example is shown in Figure 4, right). The designers found such comparisons help-
ful for balancing elements of the simulation in the same or different situations.

emotional-state

psychological @

subjective
attributes 4

o

=
ambiguous

i belef, attention,
"= confirmation,

eutral
— remembering

o [é G O regard

& “easiness

4 [ *" pretending, agreement, warning,
RSt defensive, caution

Fig. 4. The WNA(ffect (left) and body language signal meaning (right) semantic maps of anno-
tations (highlighted nodes) for the Bill episode

Example comment WNAffect Body Language
You can make a softer gesture with your palm gasiness gesture, relaxation, attention, interest,
when you want someone to hold and relax while caution

you take care of things.
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Comparison between User Groups. The designers were able to spatially examine
the contributions from different user groups and see the distribution in the semantic
map. Interesting observations were made. Comparing the semantic maps with WNAf-
fect annotations of comments by 17-26 years old users and over 27 years old users, it
was noted that WNAffect entities by the second user group were broader and covered
different levels of abstraction, while the first group linked to a more limited set of
entities. Similarly, comparison was made between male and female users, and was
noted that the former referred to a broader set of WNAffect entities. The designers
were reluctant to draw any conclusions regarding user groups. They noted however
that the comparison between user groups could be useful when thinking of the target
audiences during the simulation design process.

In sum, there was overall a positive feedback about the potential of semantic explo-
ration of social content to provide various ways of sensing what emotions or body
language meanings the users noticed in the simulation and recalled from their person-
al experiences. This could be used to check the designers’ expectations for learners’
reactions with the simulator, or to identify areas for further improvement of the simu-
lation situations, interaction, and feedback. The groupings of content were particularly
helpful, and there was a strong desire to explore comments together with ontology
concepts. Further text analysis to identify clusters of comments regarding textual
content (e.g. personal experiences, rules, simulation feedback) could be helpful.

5 Conclusions

The paper presented a framework, called ViewS, which exploits ontologies and
semantic augmentation techniques to analyse social user generated content and to
explore diverse viewpoints presented in such content. ViewS provides a semantic
sensing approach to get an insight into social content diversity and to identify interest-
ing aspects that can be helpful for enriching a learning environment. ViewS has been
validated in the ill-defined domain of interpersonal communication, focusing on so-
cial signals. ViewS distinguishes from other approaches by utilising a rich taxonomy
of emotions and a prototypical ontology to describe body language for semantic anno-
tation exploiting different enrichment methods.

The potential of the approach for enriching learning environments was examined in
an exploratory study with a simulated environment for interpersonal communication
in business settings. Our immediate future work includes further experimental studies
to examine the benefits of ViewS, which will include deeper evaluation with a
broader range of simulator designers and relating comments to the learner perform-
ance and individual profiles. Further zooming into the content will be also investi-
gated by exploiting different ontologies to capture ViewS on various dimensions (e.g.
in the example presented in the paper, food habits were mentioned but not captured by
the semantic augmentation). We are also currently implementing algorithms for se-
mantic aggregation of annotations and content to enable semantic zooming and explo-
ration at different abstraction levels of the semantic output generated by ViewS.
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with a Mixed-Reality Game: EarthShake
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Abstract. We explore the potential of bringing together the advantages of com-
puter games and the physical world to increase engagement, collaboration and
learning. We introduce EarthShake: A tangible interface and mixed-reality
game consisting of an interactive multimodal earthquake table, block towers
and a computer game synchronized with the physical world via depth camera
sensing. EarthShake helps kids discover physics principles while experimenting
with real blocks in a physical environment supported with audio and visual
feedback. Students interactively make predictions, see results, grapple with dis-
confirming evidence and formulate explanations in forms of general principles.
We report on a preliminary user study with 12 children, ages 4-8, indicating that
EarthShake produces large and significant learning gains, improvement in ex-
planation of physics concepts, and clear signs of productive collaboration and
high engagement.

Keywords: Tangible interfaces, Learning technologies, Educational Games.

1 Introduction

Children are often attracted to computer games. Modern computer games show poten-
tial for engaging and entertaining users while also promoting learning [6], provided
by their feedback mechanisms [10]. Computer games have also been demonstrated to
have motivational benefits with their compelling narratives [7] as well as providing
long term learning gains [5]. However, the computer also has a tendency to pull
people away from their physical environment and make them physically and socially
isolated. Roe and Mujis have found some justification to associate frequent gamers
with social isolation and less positive behavior towards society [11]. Researchers at
USC have shown that family time has decreased by more than thirty percent due to
computer usage at home [1].

The physical environment can help children play, discover, experiment and learn
together in an engaging way. Montessori has observed that young children are highly
attracted to sensory development apparatuses and that they used physical materials
spontaneously, independently, and repeatedly with deep concentration [9]. Theories
of embodied cognition and situated learning have also shown that mind and body are
deeply integrated in the process of producing learning and reasoning [4]. Our work
aims to bring together the advantages of computer games — consisting of engaging
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© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. A classroom activity with EarthShake. The pictures indicate the engagement we ob-
served including frequent shouts of excitement (left picture) or disappointment (right picture)
when the predicted tower fell or not, respectively.

characters, fantasy settings, compelling scenarios, guided experimentation, and
immediate feedback — with the advantages of the physical environment — tangible
learning, face to face social interaction, collaboration, physical experimentation and
discovery — for better learning and increased human-human social interaction.

In theory, tangible interfaces help learning because they encourage sensory en-
gagement, active manipulation and physical activity. Despite this promise there has
been little empirical evidence demonstrating these environments’ benefits [13]. Fitz-
maurice et al. suggest that tangible interfaces allow for more parallel input specifica-
tion by the user, thereby improving the expressiveness or the communication capacity
of the computer. Tangible interfaces also take advantage of well-developed, everyday
skills for physical object manipulations and spatial reasoning, externalize traditionally
internal computer representations and afford multi-person collaborative use [3].
Schneider et al. have shown that tangible interfaces bringing together physical and
virtual objects helped people perform the task better and achieve a higher learning
gain than screen-based multi-touch surface [12]. Yannier ef al. have also shown that
using a haptic augmented virtual environment helped people learn the cause and ef-
fect relationships in climate data better than using a solely virtual environment [14].

With the introduction of the inexpensive depth cameras such as Microsoft Kinect,
there is opportunity for new paradigms for interaction with physical objects, since
having computation within the objects themselves can be expensive and non-scalable.
Our work utilizes the Kinect camera to combine tangible and virtual worlds for better
learning and collaboration in an affordable and practical way.

We introduce EarthShake: a mixed reality game consisting of a multimodal inter-
active earthquake table, physical towers made of blocks integrated with an education-
al computer game via Kinect and our specialized computer vision algorithm. The
game asks the users to make a prediction about which of the block towers on the
earthquake table they think will fall first when the table shakes. When the user shakes
the earthquake table, it detects which of the towers in the physical setup falls first and
gives visual and audio feedback accordingly. It targets children in Kindergarten
through third grade [ages 4-8] and is aimed to teach physics principles of stability and
balance, which are listed in the NRC Framework &Asset Science Curriculum for this
age group [8].
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1.1  Physical Setup and Vision Algorithm to Detect Blocks

The setup consists of an earthquake table, physical towers (made of blocks that stick

together) placed on top of the table, Kinect color and depth cameras facing the towers,

a projector and a screen where the computer game is displayed, as shown in Figure 2.

When the earthquake table shakes, the physical towers start shaking. When the towers

fall, our specialized computer vision algorithm, using input from the Kinect color and

depth cameras, detects the fall. The computer game, which is in sync with what is

happening in the physical world gets the information provided by the camera and

gives visual and audio feedback accordingly, which is then projected onto the screen.
Our computer vision algorithm uses color segmentation and depth information to

distinguish between two towers and detect when a tower falls. Depth information is

used to reliably segregate the blocks from the background (which can contain similar

colors). This depth segmentation creates a mask that is used to select a subset of the

color image that corresponds with the towers. Blob tracking is then used to track each

segment of the colored blocks. Each tower consists of four colors. The start and end

of the horizontal and vertical span of

each color segment in the tower is

calculated by scanning the pixels,

which determines the size and location

of the color blobs. These color blobs  Earthuake Table

are then used to provide a depiction of

the live state of the blocks on the

screen (see Figure 3). Finally, falls are

detected when all blobs for a tower are —

below a minimum height above the  wenicamera

table.

Display
Screen

Towers

Projector

Fig. 2. EarthShake physical setup

1.2  Scenario

In the scenario of the game (Figure 3), there is a gorilla, which asks the students
which of the towers will fall first or if they will fall at the same time when he shakes
the table. The users can see the physical towers on the real earthquake table and the
virtual representation of the towers on the screen behind the table at the same time.
They make a prediction and click on the tower that they think will fall first. Then the
gorilla asks the users to discuss with their partner why they chose this tower and ex-
plain why they think this tower will fall first. The users make a hypothesis and discuss
why they think this tower will fall first. When they are done discussing, they click the
shake button. When they click shake, the physical earthquake table starts shaking and
the virtual table on the screen starts having a shaking animation simultaneously with
the gorilla moving it back and forth. When one of the towers falls, the vision algo-
rithm determines this and the gorilla gives feedback to the users. If their choice was
right and the tower they had predicted falls first, he says: “Good job! Your hypothesis
was right. Why do you think this tower fell first?” If they were wrong, he says: “Oh
oh you were wrong! Why do you think this tower fell first?” So, the users are asked to
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explain the reason again. This time there are six multiple-choice answers that the
users can choose from to explain why they think this tower fell first. They can choose
one of the following: “Because it is smaller”, “Because it is taller”’, “Because it has
more weight on top than bottom”, “Because it has a wider base”, “Because it is not
symmetrical”, “Because it has a thinner base”. The multiple-choice answers have
spoken output on mouse-overs. The scenario is repeated for ten contrasting cases with
different towers (see Figure 4) targeting height, wide base, symmetry and center of
mass principles.

‘You chose thefirs fower. Why do you think i wil fallfirst?

‘Which one do you think wil fal first when I shake the table? Discuss with your o

‘When you e done click SHAKE button t see the result.

Fig. 3. The game scenario involves soliciting a prediction (left), asking for a hypothesis and
starting an experiment (middle), and seeing the result and explaining it (right)

3.'4 '5'

height wide base symmetry center of mass

Fig. 4. Contrasting cases used in EarthShake are designed to maintain irrelevant surface fea-
tures and change just one relevant feature to emphasize Physics principles of stability

1.3  Preliminary Study Informing Design Choices

Toward designing EarthShake, we first conducted a preliminary study in a local Ele-
mentary School with a diverse population of students in grades K-3. We used the
earthquake table solely (with no projected game) and asked students to predict which
of the towers would fall first. We observed that children have a harder time with the
center of mass and symmetry principles and that those who had a basic understanding
of the center of mass principle would explain it as: “having more weight on top than
bottom”. Children tended to have an easier time predicting which of the towers would
fall first than explaining the reasons behind it. These observations informed our
design choices for EarthShake. We created the contrasting case items accordingly,
having more items that target center of mass and symmetry. We also designed an
explanation menu consisting of six items of explanations in children’s terms (includ-
ing “having more weight on top than bottom”).

2 User Study

We conducted a user study to evaluate the effects of EarthShake on usability, collabo-
ration, engagement and learning. Twelve children, five female and seven male,
ranging from kindergarten to 3™ grade participated. Six of them interacted with
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EarthShake in a classroom setting as a group, while the other six were divided into
three pairs, where each pair interacted with EarthShake in our lab. All pairs were
siblings, where one of them was two or three years older than the other. The class-
room study was conducted in a local elementary school with a diverse student popula-
tion in a class with mixed-age students.

2.1  Methodology

We first gave children a paper pretest on stability and balance principles. The paper
pre- and post-tests were created taking into account the science goals listed in the
NRC Framework & Asset Science Curriculum [8]. There were prediction and expla-
nation items in the test. In the prediction items, there was a picture of a table with two
towers standing on it, and the student was asked to predict what would happen when
the table shook by circling one of the multiple-choice answers. In the explanation
items students were asked to explain the reason behind their answers to the prediction
items.

We then gave each pair a bag of seventeen blocks that stick together and told them
to build the most stable tower they could using all the blocks, but with the constraint
of using a particular block on the bottom of the tower as the base. We then tested their
tower on the earthquake table to see if it would fall down when the table shakes. The
purpose of this activity was to assess the types of towers children built before playing
with EarthShake.

After the paper and physical pretests, children played with EarthShake for approx-
imately thirty minutes, which consisted of ten contrasting cases (Figure 4), targeting
the wide base, height, center of mass and symmetry principles. For each case, they
were asked to predict which tower would fall first and discuss with their partner why
they thought so. Then they observed what happened in real life by shaking the table
and saw if their prediction was right or wrong. Finally, they were asked to explain the
reason behind what they observed.

After the EarthShake activity, they were given a bag of seventeen blocks and asked
to build a tower again with the same constraints as before. Then their tower was again
tested on the earthquake table side by side with the previous tower they had built to
see which one stood up longer on the shaking table. Finally, they were given a paper
posttest consisting of questions matched to those in the pretest.

All the activities were video recorded. At the end of the activities, the participants
were given a survey, asking how they liked the activity (they could circle one of the
three choices: “I liked it”, “It was so-so” and “I didn’t like it””). They were also inter-
viewed about their experiences and asked to provide any suggestions they might have.

3 Results

On the multiple-choice questions in the paper tests, an average of 62% were answered
correctly in the pretest, and 78% in the posttest (see Figure 5a). A paired samples t-
test indicates this gain is statistically significant (t(11)=4.2, p<0.002) and the effect
size, d=0.78, indicates it is substantial. For the explanation items, 17% were answered
correctly in the pretest, and 71% in the posttest. Here too, the paired t-test is signifi-
cant (t(11)=9, p<0.001) and the effect size, d=2.98, is large. We also see a significant
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learning gain from the pre and post towers kids made (Figure 5b). For all of the six
pairs that built a tower together, the post tower was more stable (with a lower center
of mass for all and more symmetrical for one of them) and stood up longer when
placed on the earthquake table.

In the survey, 10 out of 12 kids circled “T liked it” whereas 2 kids circled between
“I liked it” and “It was so-so”. Kids commented that they liked to see the table shake,
“knocking the blocks” and “watching the real block show”. They also pointed out that
they liked the gorilla and that they enjoyed building their own towers. Many of the
kids asked if they could play the game again while some others asked if they could
have the earthquake table as a birthday present!

We also analyzed our video data to better understand the dynamics involved in the
learning gains from EarthShake and look for evidence for or against engagement,
collaboration, and learning.
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Fig. 5. (a) Results of the paper pre/post tests. (b) Two examples of pre/post towers.

3.1 Engagement

We observed that kids were highly engaged with the physical earthquake table and the
EarthShake game. The motion of the earthquake table knocking the towers down
seemed to have an especially strong positive effect on engagement. During the game
after kids made a prediction, they watched attentively to see what would happen when
the gorilla shook the table. If their prediction was right they often said: “Yesss!”
jumping up with their hands in the air. (Figure 6¢c) When they were wrong, they
showed their disappointment, for example, by putting their hands on their head.

We also observed that kids were very engaged when they were asked to build their
own towers. They concentrated while building their tower, discussing thoroughly how
to build it so that it would withstand the earthquake. In the classroom setting, when all
the towers were put on the table and shaken to see whose towers would stay up, the
teams whose towers did not fall down started jumping up and down, cheering and
yelling, while the groups whose towers fell down asked if they can try it again. The
motion of the earthquake table and the noise, as well as the scenario with the gorilla in
the game seemed to play an effective role in the engagement.
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3.2  Collaboration and Joint Explanation Development

We saw a lot of collaboration going on between the children during the game and the
building activity. They seemed to be learning by building on each other’s ideas and
explaining to each other. In one case (9" case in Figure 4), “Bob” (the older sibling)
predicted the second tower would fall first saying: “I’m betting that one because it has
more weight on top” whereas “Steve” (the younger sibling) thought they would fall at
the same time saying: “Wait, they’re the same on top”. Then Bob said “No, look...”
pointing at the top of the second tower where there were more blocks and tried to
explain to his brother that the second one had more weight on top than the first one.
When they got the answer right, they said “Yeah we were right!”

While building their towers, the partners seemed to be collaborating well. In one case,
the younger kid first tried to put more blocks on one side of the tower. His partner warned
him saying: “No, don’t put all the blocks on one side, that would make it unbalanced. We
want it to be the same on each side”. Then the younger kid said “Maybe we can try this”
and put the blocks on each side of the tower evenly. The older kid said: “Good idea!”
After a while, the older kid tried to put two blocks on the same side of the tower. This time
the younger kid warned his brother saying: “No, but it’s unbalanced, see...” showing the
other side of the tower. Their final tower was symmetrical and very stable.

The mom of one pair commented that her sons do not usually collaborate so well.
“There was pretty good interaction between them, it was very cooperative. They do a lot
of Legos at home. The tendency is that Bob is three years older so he is like I'm just
doing it, he doesn’t usually let Steve do his thing. Given that tendency I think they did
pretty well at cooperation. Bob actually listened to Steve and said ‘Oh OK that’s is a
good idea!’”

The tangibility of the earthquake table seemed to be facilitating collaboration dur-
ing the pair and classroom activities as two or more kids (six in the classroom) could
sit around a table seeing the physical setup simultaneously and could interact with the
physical blocks together, where as with a screen-only game this would be impossible
or, at least, quite difficult.

For the building activity the classroom group was divided into 3 pairs where each pair
made their own tower. When everyone had built their towers, all the towers were placed
on the earthquake table together to see whose tower would stay up longest when the table
shakes. This activity created a lot of bonding and cooperation within the pairs. One of the
pairs expressed their team spirit explicitly. After placing their tower on the table, one
said: “Let’s hope that will stay up”. The other added: “It’s gotta work, it’s gotta work,
keep our fingers crossed!” as they sat down facing their tower with their fingers crossed.

Fig. 6. a) Older sister explaining why the tower fell first. b) Seeing the multiple-choice explana-
tions on the screen projected behind the towers prompts them to understand the reason behind
what happens. ¢) Excitement of kids as they watch whose tower stays up longest.



138 N. Yannier, K.R. Koedinger, and S.E. Hudson

3.3 Physicality and Believability

The physicality of EarthShake and the building activity also seemed to play an impor-
tant role to facilitate the collaboration and learning. While building their own towers,
kids were able to place blocks simultaneously, which facilitated collaboration (unlike
on a screen where they wouldn’t be able to place blocks at the same time via one
mouse). They also seemed to be experimenting with physical manipulation while
building their own towers feeling the weight and stability with their hands. Further-
more, we saw indications that children may believe what was happening more in real
life than on a screen-based game. One of the kids commented: “You can actually see
what happens rather than the computer telling you what happened. I liked the fact that
it was on the computer but it was actually happening in real life.”

3.4 Aha Moments and Signs of Learning

During the game, we observed some signs of learning and aha-moments. When a
result differed from their prediction students showed their surprise. We observed that
seeing the menu with the multiple choice explanations, which appeared on the screen
behind the falling towers, seemed to prompt thinking, leading to aha moments. For
example, in one of the pairs, for the 8" contrasting case (Figure 4), the kids predicted
that both of the towers would fall at the same time, because they had the same base.
When the gorilla shook the table, they saw that the T-shaped tower fell first. As soon
as the menu with the explanation choices appeared, one of the kids shouted: “Cause
the top has more weight!” while the other kid followed saying: “Oooohhh”. For
another question they had a similar reaction when they saw the menu: “Now I get it!
Now I get why that one fell first. Because it is not symmetrical!”

We also observed signs of learning while kids were building their own towers after
playing with EarthShake, brainstorming about what they had learned from the game.
One of the pairs had this conversation: “More weight on bottom! Put more weight on
bottom!” “Yes, let’s put all the weight blocks on the bottom and all the not-weight
blocks on top. This way it has more weight on the bottom than the top!”

3.5 Natural Interaction

Kids appeared to have a very natural interaction with EarthShake. Most of them did
not even realize that there was a camera in the set up; they assumed that the gorilla
could in effect see the real blocks. This natural interaction is an important achieve-
ment: Good technology should be there transparent to users. It reflects well on the
reliability and efficiency of the vision algorithm we developed, which detected the
identity of the towers and which tower fell.

4 Discussion

Bringing together the physical and virtual worlds, EarthShake suggests a new kind of
collaborative tangible learning. While playing with EarthShake, children learn to
think critically by making predictions, observing direct physical evidence, formulat-
ing hypotheses by explaining their reasoning, and collaborating with others.
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The quantitative learning gains measured by the pre and post paper tests, the
changes observed in the towers built before and after playing with the game, and the
signs of learning captured qualitatively during the studies all suggest that the tangible
system facilitates learning while also giving way to engagement and collaboration.

We can compare certain learning outcomes of EarthShake to outcomes from a
study of RumbleBlocks: a screen-based computer game designed by our collabora-
tors. The game is designed to give kids of the same age group practice on the same
physics principles as EarthShake. Students engage in a similar task where the goal is
to build towers of blocks that will survive an earthquake simulation [2]. Like Earth-
shake, part of the RumbleBlocks game involves contrasting cases of two towers
where the player is asked to predict which of the towers will stay up after the earth-
quake. Unlike EarthShake this game is an on-screen only, single-player game, and
does not involve explanation of the answers as EarthShake does.

RumbleBlocks was tested as a formative evaluation with 174 kids in K-3 grade at
the same school where EarthShake was tested. Our collaborators provided us with the
results from this study, where the pre and post-tests consisted of a subset of the ques-
tions used in the pre and post-tests of the EarthShake study (the same multiple-choice
items targeting a single principle). The pre-to-post learning gains from RumbleBlocks
were modest (from 62% to 66% correct) but statistically reliable (t(173)=2.13, p=.04,
d=0.2), as indicated by a paired t-test. Although we should be cautious about inter-
preting cross-study comparisons, the contrast with the learning gains from EarthShake
is striking. Taking into account only the twelve common questions used in the
pre/posttests of both games, the pre-to-post learning gains from EarthShake are higher
(from 69% to 82%, t(11)=2.6, p=0.026, d=0.68). EarthShake students had a higher
average pre-test score than RumbleBlocks students and one might think that perhaps
they learned more because they were better prepared. However, in fact, a better-
matched group of lower performing EarthShake students (the nine students under
90% on the pre-test), gained as much or more, 61% to 80% (t(8)=3.7, p<0.01, d=1.40)
as the group as a whole.

5 Conclusion and Future Work

We presented EarthShake, a mixed-reality educational game to teach kids physics
principles. We have seen the boosted learning gains created by the combination of
tangibility, collaboration, explanations and engagement in EarthShake compared with
the screen-based computer game, Rumble Blocks, targeting the same content goals.
Our future goal is to better isolate the effect of tangibility and collaboration in an
experiment with a tightly matched screen-based game used as a control condition. A
technical goal is to generalize this system and create a platform with intelligent sens-
ing for developing tangible educational games in other content areas as well. Our
preliminary evidence indicates that combining physical experimentation and engage-
ment created by tangible environments, with the compelling scenario and interactive
feedback of computer games shows promise for a substantial impact on young child-
ren’s learning of and engagement in science.
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Abstract. The personalization of learning remains a major challenge for re-
search in Intelligent Tutoring Systems (ITS). We report in this article how we
used the Adapte tool to make AMBRE-add adaptive. AMBRE-add is an ITS
designed to teach a problem solving method. This ITS includes a module that
analyzes the learner’s activity traces in order to compute a learner profile. Fur-
thermore a problem generator enables us to specify activities proposed to the
student. In order to design an automated process of personalizing activities ac-
cording to the learner profile, we used the Adapte system. This is a generic sys-
tem enabling the definition of a personalization strategy and its application to
an external ITS. In this article we present how this tool provides real assistance
to an ITS designer wishing to make his/her system adaptive.

Keywords: personalization, adaptation, adaptive ITS, teaching strategy, support
to the ITS designer.

1 Introduction

One of the main advantages of using an Intelligent Tutoring System (ITS) compared
to a situation of traditional teaching is the ability to individualize learning more easi-
ly, an ITS having the ability to adapt itself to the pace and skills of each student. We
are therefore interested in the issue of the personalization of learning, and particularly
to how to assist a designer who wants to turn a Technology Enhanced Learning sys-
tem (TEL system) into an adaptive one. For this purpose, we conducted a case study
on the use of the Adapte tool [1] by the designer of the AMBRE-add ITS [2] who
intended to turn this learning system into an adaptive one.

We chose the AMBRE-add ITS, intended to teach a method of problem solving,
because it is a customizable ITS, meaning that a module dedicated to the teacher and
including a problem generator [3] allows customization of the ITS and the building of
sequences of problems that meet the teacher’s need. This ITS also has a module that
analyzes traces of learners' interactions in order to compute a profile of each student.
So we wanted to use these two modules to automatically adapt the sequences of prob-
lems proposed in AMBRE-add to the profile of each student.

As it is essential for teachers to be able to adapt the tool that their students will use,
we wanted the teacher who uses AMBRE-add in the classroom to be able to act on
how the ITS automatically adapts itself to the profile of the student. This is why we

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 141-150] 2013.
© Springer-Verlag Berlin Heidelberg 2013



142 N. Guin and M. Lefevre

chose the Adapte tool, which allows externalized customization of an ITS and enables
the teacher to define a strategy for personalization.

In Figure 1 we present the way we envision the automated adaptation to the learner
of AMBRE-add educational activities: from traces of the learner’s interactions with
AMBRE-add, the existing module of trace analysis computes (and updates) a learner
profile. Using the personalization strategy previously defined by the designer of the
adaptation (and that the teacher can afterwards modify), the Adapte tool provides the
AMBRE problems generator with constraints for the construction of a working ses-
sion with AMBRE-add adapted to the learner profile. By analyzing the traces of the
learner’s interactions during this new working session with AMBRE-add, the system
updates his/her profile and builds the next session, and so on.

This article is structured as follows: in Section 2 we describe the AMBRE-add ITS,
the problem generator of the teacher module which is associated with, and the module
that analyzes traces to compute students' profiles. In Section 3, we present the Adapte
tool and the different types of knowledge that the user must provide in order to perso-
nalize an ITS. Section 4 describes the case study carried out on the use of Adapte to
render AMBRE-add adaptive: the knowledge expressed by the user, the time required
for each step, and the results obtained. We discuss lessons learned from this case
study in Section 5, comparing this approach to the state of the art, before presenting a
conclusion and opening research perspectives.

AMBRE-add

K)\ersonalized

= B
N 8

Generator of activities
S — Adapte

/L,
strategy of personalization 8

Fig. 1. Adaptation of AMBRE-add ITS to profiles of learners, using the Adapte tool

2 AMBRE-add: A Customizable ITS

The AMBRE-add ITS [2] was designed to teach a problem solving method based on
classes of problems and the solving techniques associated with those classes in the
domain of arithmetic. Arithmetic problems for seven-year-old to nine-year-old child-
ren describe a concrete situation such as a game of marbles: “Brad went to school
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with marbles. He gave thirteen of his marbles to Luke during the day. In the evening,
he had fifty-six left. How many marbles did he have when he went to school?”.

In order to help learners to acquire classes of problems and the techniques asso-
ciated with those classes, they are first presented with a few typical solved problems.
Then they are assisted in solving new problems. The environment directs the learner
toward steps inspired by the Case-Based Reasoning cycle, as follows: (1) the learner
reformulates the problem using a schema, in order to identify structure features of the
problem; (2) then, he/she chooses a typical problem similar to the problem to solve
among the solved problems he/she has been presented with; (3) next, he/she adapts
the typical problem solution to the problem to be solved; (4) finally, he/she stores the
new problem with the typical one, which represents a class of problems.

Using this analogical reasoning helps students to build more abstract knowledge
corresponding to classes of problems [4].

2.1 A Problem Generator for AMBRE-add

In order to allow teachers to adapt AMBRE-add to their needs and their pedagogical
strategies, we developed AMBRE-teacher [3]. This module enables a teacher to con-
figure the software intended for his/her students and to create the sequence of prob-
lems he/she wants them to solve. This makes it possible to personalize the sequence
designed for each student. This personalization can address the type of problems to
solve, the number and the order of these problems, and the functionality of the soft-
ware used by the student during the sequence.

To enable the teacher to configure the nature of the problems proposed to the stu-
dent, AMBRE-teacher includes a module for generating problems: GenAMBRE.
From the teacher’s standpoint, generating a problem consists in fixing some characte-
ristics for the exercise to generate, that is to say, describing a set of constraints that
specify the problem. As the problems are created by the system GenAMBRE from
these constraints, the result of the generation is not only a wording in natural lan-
guage, but also a model of the problem to be understood by the solver used by the
software for the student. The problem generation can be more or less automated de-
pending on the teacher’s choice: he/she may specify all the characteristics of the prob-
lem to obtain a precise wording, only some, or otherwise none. The fewer constraints,
the more varied the generated problems will be.

Constraints that the teacher may define fall into four categories: structural features,
surface features, values and complication. The structure of a problem to be generated
corresponds to its class, defined by several attributes that can be set or not. Surface
features are elements like objects and characters of the wording. The teacher can also
choose the values of the data that will be used in the problems or define an interval for
each required value and for the difference between the values, and he can also allow
the carry over or not. Complication concerns all options proposed to complicate the
wording of the problem to adapt it to the students’ level. Designing this part required
close collaboration with teachers to identify their needs. The environment proposes
language complications (complexity of the vocabulary and of turn of phrase) and
complications of the wording itself (writing numbers in full, modification of the sen-
tences order, addition of distractor sentences, addition of non pertinent data). Not all
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constraints are mandatory for the exercise creation. Constraints not specified by the
teacher will be randomly defined by the system.

2.2 Analyzing Traces to Build Profiles

As we are seeking an automated process for customizing AMBRE-add, it is necessary
to have available profiles of students using the ITS. We have designed a module that
computes such profiles by analyzing the traces of the students' interaction.

The activity of students using AMBRE-add is fully tracked: the traces contain all
the learner’s actions at each step in solving a problem. All the answers, requests for
assistance or diagnostic, uses of specific calculation tools, and all of the ITS feed-
backs (hints and diagnostics) can be found in the traces, all of these observed ele-
ments being time-stamped.

From all of the data in these traces, the software computes some indicators. The
profile consists of two parts: first personal data on the student that may be indicated
by the teacher, and secondly skills and behavior determined by the software.

Regarding skills, the program determines if the learner can solve an arithmetic
problem, in general, but especially according to the class of the problem. The impact
of certain parameters (use of large numbers, of carry over, writing numbers in words,
adding unnecessary values or unnecessary sentences) on the success of the learner in
solving problems is also studied. The learner’s success in specific steps of the resolu-
tion, for example calculation, is also examined.

3 The Adapte Tool

Thus for AMBRE-add, a module computing learners' profiles and a way using
AMBRE-teacher to customize the working sessions for each learner were available.
This customization required the intervention of a teacher who had to carry out a very
heavy task. For this reason, AMBRE-add could not really at this time be considered
as an ITS (that is supposed to be adaptive) but more as a TEL system. We decided to
design an automatic process that, based on the content of the profile of each learner,
provides GenAMBRE with constraints needed to build a customized session of work.
That is why we considered using Adapte [1], a system allowing to define personaliza-
tion strategies and able to apply them to an external ITS. Adapte requires two types of
knowledge: knowledge about how it is possible to customize the ITS, and knowledge
of how you want to personalize it based on the content of the profiles.

3.1  Acquisition of Knowledge about the ITS to Be Personalized

In order to personalize any ITS (noted X), Adapte needs to have a model of this ITS.
An expert familiar with the ITS X must define this model, firstly by defining a set of
pedagogical knowledge on the activities of the ITS X and secondly by defining tech-
nical knowledge about the files used to configure the ITS X.

To perform this knowledge acquisition from experts, the Adapte software relies on
a meta-model described in [5] which will be instantiated for each ITS. Thus the expert
must define the type of activities offered in the ITS and how it is possible to select or



From a Customizable ITS to an Adaptive ITS 145

generate activities of this ITS. He/she may also describe how to set the sequences of
activities as well as the functionalities or the interface of the ITS. Regarding technical
knowledge, the expert describes how to act concretely on the system: path of the sys-
tem, path of the exercises generator or of the exercise base, path and content of the
configuration files and rules to complete these files.

From the model thus created for the ITS X, Adapte tool dynamically generates a
specific interface allowing each teacher using Adapte to adapt the content and func-
tionalities of this ITS and to define a pedagogical strategy for personalizing the ITS.

3.2 Acquisition of Personalization Strategies

Once the expert has given Adapte knowledge about an ITS X, a teacher wishing to
use this ITS with his/her students and having their profiles available can define how
he/she wants to customize the learning sessions according to the profiles.

Defining a pedagogical strategy to personalize an ITS X with Adapte consists in
defining adaptation rules specifying which activities to generate or to choose depend-
ing on the content of the learner profile. For this, a first step consists in defining struc-
tures of activities specifying (using constraints) the activities to select or to generate.
It is in this step that the model of the ITS X allows the system to propose a specific
interface for customizing this ITS. Then, in a second step, the teacher sets constraints
on the learner profile. An assignment rule binds constraints on the profile to one or
more structures of activities. The pedagogical strategy consists of a set of assignment
rules that are ordered according to the priority given to them by the teacher.

This approach was applied to enable teachers to personalize several ITS [1] [5]. In
this article where the design of an automated process of personalization is required,
the ITS designer defined a personalization strategy that a teacher can still modity if
he/she wishes to.

4 Using Adapte to Personalize AMBRE-add

We now describe how we used Adapte to implement an automated process of perso-
nalization of the sequences of problems within AMBRE-add. The person we call the
user in this case study is a person who participated in the design team of AMBRE-add
ITS, but who had never used the Adapte tool. However, this person had global know-
ledge of the concepts needed to use Adapte and therefore a good overview of the
process she will have to perform and that we presented in Section 3.

4.1 Importing AMBRE-add Profiles in EPROFILEA

Adapte is a module of the EPROFILEA environment [6]. This environment allows a
teacher to manage learners' profiles produced by various sources, regardless of discip-
line or level of education. EPROFILEA is made up of two parts: the first one is intended
to obtain profiles usable within the environment; the second one allows exploiting
these profiles, especially using Adapte.

Before using Adapte, the user therefore had to specify the import process of exist-
ing AMBRE-add profiles within EPROFILEA. This is achieved in two steps within
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EPROFILEA: the definition of a profile model in conformity with EPROFILEA environ-
ment and then the creation of a process for converting existing profiles into profiles in
accordance with this profile model.

It took the user fifty minutes to create a profile model for AMBRE-add within
EPROFILEA. All elements of the original profile have not been reported, but only those
that the user thought she needed to adapt the ITS. This model consists of:

e Information that may be indicated by the teacher, such as the learner’s level in
reading and calculation.

e Ability to solve the problems of each of the thirteen existing classes in AMBRE-
add. These thirteen classes have been grouped into four categories: very easy, easy,
difficult, and very difficult. We notice that this categorization does not exist in
AMBRE-add profiles, and that the user introduced this notion of class difficulty in
order to prepare her personalization strategy.

e Mastering the step of problem reformulation using a diagram, in general, but also
according to the complication elements introduced in the wording of the problem
(number in words, unnecessary sentences or unnecessary values, complex situa-
tions or complex vocabulary, etc.).

e The level of calculation (computed by the system), in general, and in difficult cases
(carry over, large numbers).

e The frequency of use of calculating tools by the learner.

The user then took an hour and ten minutes to create a converter to import existing
AMBRE-add profiles into EPROFILEA. To achieve this, for each element of the profile
model defined during the previous step, she had to show to the system where the in-
formation was in an AMBRE-add profile. Using this mapping, the system created a
converter able to import all the students’ profiles.

In addition to information about the position of the value of each element of the
profile, in some cases the user also provided knowledge about converting these val-
ues. For example, she defined how to translate a success rate, expressed as a percen-
tage, in a mastery within the equivalent profile in EPROFILEA, expressed by an enume-
rated type: mastered, partly mastered, not mastered.

After these two steps, the user thus had an automated process for importing
AMBRE-add profiles in EPROFILEA, as they are updated. Thus, the initialization
process took the user two hours, but the profile import is now possible in a few
seconds. It is then possible to use these profiles to personalize AMBRE-add using
Adapte. As presented in Section 3, using Adapte requires two steps: defining a model
of AMBRE-add and then defining a personalization strategy.

4.2  Defining a Model of the AMBRE-add ITS

In order to offer the teacher an interface to define a strategy for personalization,
Adapte requires knowledge about the ITS to customize: pedagogical properties, peda-
gogical rules, technical properties and technical rules. This step must be performed
only once for a given ITS and must be performed by an expert. In our study on
AMBRE-add, it took the user two hours.
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Pedagogical properties are the features of pedagogical activities proposed in the
ITS, so here for AMBRE-add, the features of the problems to solve. The user thus
defined the elements of the problems on which we can act with GenAMBRE genera-
tor: the class of the problem, the presence of carry over in the calculation, the values
of the numbers, the difference between the numbers, the complexity of the vocabulary
of the wording, of the situation described in the wording, the number of unnecessary
sentences, the level of unnecessary sentences, etc. She also defined properties that do
not exist in GenAMBRE but which make it possible to combine the above properties,
in preparation for the definition of her personalization strategy: the difficulty of a
class of problems, the difficulty of the calculation, and the level of complication of
the wording. All of these properties were separated into three categories: those related
to the structure of the problem (i.e. the class), those related to the calculation and
those related to the complication of the wording.

Pedagogical rules make it possible to define relations between values of pedagogi-
cal property. Thus the user defined: the difficulty associated with each class of
problems; the difficulty in calculating according to the values of three pedagogical
properties that are the carry over, the number values and the difference between the
numbers; and difficulty of the complication of the wording according to the values of
seven pedagogical properties (complexity of vocabulary, unnecessary sentences, etc.).

For the technical properties, the user defined the path of the AMBRE-add executa-
ble, and relative path of the GenAMBRE generator, of files defining generation con-
straints that GenAMBRE takes as input, and of session files to customize.

Technical rules enabled the user to specify, from pedagogical properties set in
Adapte, how to modify the file describing the generation constraints provided to Ge-
nAMBRE, and from the sequences thus constructed by GenAMBRE, how to assign
them to each learner.

4.3  Defining the Personalization Strategy

Once the model of the ITS is defined by the expert, the system generates an interface
that allows a teacher to define his/her strategy for personalization. For our study about
AMBRE-add, it was the designer of an adaptive version of the ITS who used this
interface, and proposed a personalization strategy. A teacher can later modify this
strategy if he/she wishes.

A personalization strategy consists of a list of assignment rules of the form: IF
<constraints on profile> THEN <structure(s) of activity(ies)> ELSE <structure(s) of
activity(ies )>, the ELSE part being optional. A priority is associated with each rule in
the case where several rules can be applied.

As a first step, the user defined a personalization strategy manually, using rules but
without using Adapte. It took the user forty minutes to define a set of ten rules. Two
of them relate to the learner’s reading level (e.g. IF reading level = very low THEN
never offer a complication level of the wording greater than 1). Three of them concern
the learner’s level in calculation (e.g. IF calculating in general is partially mastered or
mastered THEN propose a calculation with difficulty greater than 2). The five other
rules concern the difficulty of the class of problems (e.g.IF very easy classes = mas-
tered and easy classes = partially mastered THEN provide very easy classes with
complication = 2 and / or easy or difficult classes with complication = 1).
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When the user wanted to define this personalization strategy set manually with the
Adapte tool, she faced several difficulties:

e [t is not possible to use an OR in the THEN part of a rule (e.g. easy OR difficult
class). She had therefore to create two rules.

e Problems are assigned one after the other; it is therefore not possible to reason
about the whole sequence (e.g. offer a majority of easy classes and some difficult
ones). It is therefore necessary to create two rules and to use priority rules, which
does not give exactly the same result.

e To express the learner’s progress with regard to levels of difficulty, the user would
have liked to use IF - THEN - ELSEIF rules. However, this is not possible in
Adapte because rules have to be independent of each other. Therefore, the user had
to write more rules with more complex conditions to take into account all the cas-
es, using different conditions with conjunctions and negations.

e The user considered independently on one hand the part of her manual strategy
related to the choice of the difficulty of the class of the problem, and on the other
hand the choices related to the level of reading and the level of calculation. The
rules related to potential difficulties in reading or calculation should be able to
change the outcome of the rules on the difficulty of the problem (for example by
changing the level of complication of the wording), which is not possible with
Adapte. The solution to this limitation was to increase the number of rules by com-
bining different conditions to take all cases into account.

Thus, the user was able to express her personalization strategy, although some limita-
tions were encountered, which were overcome by increasing the number of rules.

To this personalization strategy proposed by the user designing the ITS, each
teacher will be able to associate one or more contexts of use. Each context of use
contains a list of students involved in the learning session, as well as their profiles. It
also contains information about the duration of the session or the number of exercises
required. As for the personalization strategy, the designer of the ITS may provide a
default context of use for sessions taking place outside the school context, and there-
fore without a teacher.

4.4  Synthesis of the Study

By associating the Adapte tool with the AMBRE-add ITS, the user was able to define
rules to make AMBRE-add adaptive. For this, three steps were required: two hours to
define the process of integration of AMBRE-add profiles in the system including the
Adapte tool; two hours to define the knowledge enabling Adapte to know and act on
the configuration of the AMBRE-add ITS; about one hour and a half to define a per-
sonalization strategy which will be proposed to teachers.

The pair AMBRE-add/Adapte thus built is now an adaptive ITS, meaning that it is
automatically adapted to each student. Furthermore, this adaptivity is adaptable by
each teacher. Indeed, a teacher may either use the personalization strategy and the
context of use provided by default, or change the strategy according to his/her needs,
or redefine his/her own personalization strategy following the proposed model.
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5 Discussion and Related Work

Allowing teachers to define strategies to adapt working sessions proposed on ITS
according to their own purposes/needs is not new. Some authoring tools provide
teachers creating educational software or adaptive hypermedia with the ability to cus-
tomize models for teaching strategies [7-8]. These teaching strategies are then imple-
mented when the learner uses the system created. With this solution, when the teacher
wants to change strategy, he/she must generate the system again. He/she will then
have as many versions of the system as teaching strategies.

Some of these authoring tools separate educational content from adaptation rules in
order to make these rules reusable. Thus, the KBT-MM meta-model [9] allows to
build ITS containing several pedagogical strategies for a given educational content.
Similarly, the LAOS model [10] enables to define adaptation rules that are reusable
for several adaptive hypermedia.

Like the Adapte tool, these approaches are based on the same principle of separa-
tion between content and teaching strategies, but the model implemented in Adapte
generalizes the principles of KBT-MM or LAOS. Indeed, Adapte makes it possible to
outsource the definition of teaching strategies, not in an authoring tool, but in a tool
used as an interface between the user and the various educational programs to custom-
ize [5]. This outsourcing enables customizing of much existing educational software,
whatever their origin (systems designed from authoring tools or directly). These sys-
tems just need to describe teaching strategy using configuration files that the user has
rights to access and write.

6 Conclusion and Research Perspectives

We reported in this article how a designer was able to use the Adapte tool to make an
ITS adaptive, what were the steps of the process and the necessary knowledge. To
make an existing TEL system adaptive using Adapte, it is firstly necessary for the
system to be adaptable, and secondly to have a regularly updated learner profile.

In this study conducted on the AMBRE-add ITS, the design process of the adaptive
version of the ITS took about six hours, which represents a time saving compared
with the time that would have needed the design and implementation of an ad-hoc
module that would have driven the GenAMBRE generator according to the data con-
tained in the profiles. Furthermore, the use of Adapte for this design did not require
programming skills on the part of the user. Indeed, the Adapte user has to be able to
write IF-THEN rules, and needs to have deep knowledge of the TEL system he/she
wants to personalize, but does not need knowledge about any programming language.
Being able to use a single system to make several ITS adaptive is also time-saving for
a designer who would not have to get used to different tools.

This study also generated feedback on the use of Adapte. Some usability problems
were identified, particularly concerning the import of profiles and the definition of the
pedagogical strategy, which allows us to propose improvements to the tool.

A next step in this work would be to conduct experiments using this adaptive ver-
sion of AMBRE-add, the classic version of the ILE having already been tested in
about ten classes [4]. We could thus investigate whether an adaptive version arouses
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greater satisfaction or interest from students and teachers than a classic version, and if
it brings a gain on learning. It would also be interesting to study if and how teachers
adapt the ITS adaptability i.e. personalize the adaptation strategy proposed by the
designer according to their needs.
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Abstract. For decades, intelligent tutoring systems researchers have been de-
veloping various methods of student modeling. Most of the models, including
two of the most popular approaches: Knowledge Tracing model and Perfor-
mance Factor Analysis, all have similar assumption: the information needed to
model the student is the student’s performance. However, there are other
sources of information that are not utilized, such as the performance on other
students in same class. This paper extends the Student-Skill extension of
Knowledge Tracing, to take into account the class information, and learns four
parameters: prior knowledge, learn, guess and slip for each class of students
enrolled in the system. The paper then compares the accuracy using the four pa-
rameters for each class versus the four parameters for each student to find out
which parameter set works better in predicting student performance. The result
shows that modeling at coarser grain sizes can actually result in higher predic-
tive accuracy, and data about classmates’ performance is results in a higher pre-
dictive accuracy on unseen test data.

Keywords: Bayesian Networks, Knowledge Tracing, Individualization,
student-skill model, class-skill model.

1 Introduction

Student modeling is crucial for Intelligent Tutoring Systems (ITS) to improve and to
provide better tutoring for students. For decades, researchers in ITS have been devel-
oping various methods of modeling students. Two of the most popular approaches are
Bayesian Knowledge Tracing (KT) [1], which uses a dynamic Bayesian Network to
model student learning, and Performance Factor Analysis (PFA) [2], which uses a
logistic regression to predict student performance. Both techniques have a similar
underlying assumption that two things are needed to model the student: one compo-
nent concerns the domain, such as skill information in KT and PFA models, or item
information in the PFA model; the other component is the student’s problem solving
performance on the skill.

However, there are other sources of knowledge that are not utilized, such as the
performance of other students in the same class. Instead, only this student’s previous
performances are taken into account. Imagine there is a class of 20 students, 19 of
whom get the first item on a skill wrong, and you want to predict the performance of
the 20th student’s first item on the skill. Intuitively, predicting that this student would
also respond incorrectly seems like a safe bet. However, current student models such
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as KT and PFA will not be affected by those 19 incorrect responses, as they were all
made by other students. What would the effect on predictive accuracy be if which
class a student is currently in was factored into student models? Our intuition is that
class perhaps contains important information such as the student’s prior knowledge
about a skill. Since all students in a class share a common teacher, curriculum, and
assigned homework problems, we should expect similarities in performance. Our
goal is to capitalize on this dependency to improve student modeling.

In fact, the US Institute for Educational Sciences requires grant proposals’ power
analyses to discount the sample size if there are multiple students in the same class-
room, due to their lack of independence from each other (most statistical tests require
each sample to be independent). Given that we know this dependence effect exists
statistically, why not make use of it? In this paper, we are focusing on utilizing the
class information to improve student modeling and trying to determine under which
circumstances, using other students’ information could be more beneficial than using
current student’s individual information.

Section 2 introduces the model and dataset we are using in our experiments. Sec-
tion 3 shows the experimental results. In section 4 and 5 we discuss the conclusions
and future directions for our work.

2 Approach

This section briefly introduces the Student Skill model and the modification of it in
order to allow class level individualization. The modified model also allows us to run
experiments on various combinations of student and class information to determine
whether or not the class information is better than the student information for each
parameter.

2.1 Model

Knowledge Tracing is one of the most popular methods for modeling student know-
ledge. The original Knowledge Tracing model do not allow for individualization,
and assumes that all students have the same probability of knowing a particular skill
at their first opportunity, or slipping (making a careless mistake) on a skill, or learning
a particular skill. This assumption is almost certainly invalid, as students are likely
to differ in these aspects. Several researchers have tried to show the power of indivi-
dualization [4, 5]. The model we use in this work is build upon one of the individuali-
zation model called the Student Skill model [4]. The idea of the Student Skill model is
that rather than estimating a learning rate for each skill, instead view learning rate as
being a function of the skill and of this individual learner. Perhaps some skills are
learned more quickly or slowly than others, and perhaps some students learn more
quickly or slowly than others. By combining both effects, it is possible to more ac-
curately model the student.

The Student Skill model structure is shown in Fig.1. The goal of the Student Skill
model is to add individualization into the original Knowledge Tracing model. It can
learn four student parameters and four skill parameters simultaneously. The lowest
two levels of this model is the same as the original Knowledge Tracing model (nodes
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KI...Kn and QI...Qn in Fig. 1). The Student Skill model adds upper levels to
represent the student and skill information and their interaction. Two multinomial
nodes are used to represent the identity of each student (node St in Fig.1) and each
skill (node Sk in Fig.1). Instead of pointing the student identity and the skill identity
nodes directly to the knowledge nodes, which will result in an exponentially increas-
ing number of parameters, we instead added a level of nodes to represent the four
student parameters (node StP, StG, StS and StL in Fig.1) and the four skill parameters
(node SkP, SkG, SkS and SKL in Fig.1). Those parameter nodes are binary nodes
which represents the high/low level of the corresponding parameters. For example, if
the StP node is 1 for a student, means the student has high level of prior knowledge,
and if the StP node is O for a student, means the student has low level of prior know-
ledge. Then the next level combines the influence of the student parameters and the
skill parameters and generated four standard Knowledge Tracing parameters (node P,
G, S and L in Fig.1) to be used in the lowest two levels. In this way, we generate a
knowledge tracing model that is custom-fit to each learner and for each skill.

AEE eg{j}e

f

2

Fig. 1. The Student Skill model

One drawback of the Student Skill model is that it requires a large number of parame-
ters. In addition to estimating four parameters per skill, it must also estimate four para-
meters per student. Given that many datasets have considerably more users than skills,
this inflation in the number of parameters is a large concern. Therefore, we considered
methods for reducing the number of parameters in our model, to enable them to better
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generalize to unseen data. One approach is, rather than modeling the students as indi-
viduals, to instead model which mathematics class the student is enrolled in. Students
within the same class have the same teacher, textbook, homework, and may even be
grouped by ability in the subject. Given that, in our datasets, there are typically about 24
students per class, modeling class-level effects has 24 times as much data to estimate
parameters. In addition, if we only model class parameters, we only have to estimate 1
set of parameters for each class of students, rather than 1 set for each individual students.
Thus, the use of class information can be seen as a coarser grain-size individualization
compared to the Student Skill model. We demonstrate the Class Skill model in figure 2,
and the nodes are identified as follows:

— St: A multinomial node represents each student’s identity, observable.

— Sk: A multinomial node represents each skill’s identity, observable.

— StP: Student Prior Knowledge, binary node, latent.

— StG: Student Guess rate, binary node, latent.

— StS: Student Slip rate, binary node, latent.

— StL: Student Learning rate, binary node, latent.

— SkP: Skill Prior Knowledge, binary node, latent.

— SkG: Skill Guess rate, binary node, latent.

— SkS: Skill Slip rate, binary node, latent.

— SkL: Skill Learning rate, binary node, latent.

— P: Prior Knowledge of a particular student and a particular skill, binary node, latent.
— G: Guess rate of a particular student and a particular skill, binary node, latent.
— S: Slip rate of a particular student and a particular skill, binary node, latent.
— L: Learning of a particular student and a particular skill, binary node, latent.
— K1~Kn: Knowledge, binary node, latent.

— Q1~Qn: Question performance, binary node, latent.

The Student Skill model can easily be changed to consider the class information ra-
ther than the student information by replacing the St node to be a class node (Cl), and
the parameters StP, StG, StS and StL will be turned into class prior (CIP), class guess
(C1G), class slip (CIS) and class learning rate (CIL).

Instead of simply using class information to replace the student information, which
is still considering only one resource of information, this paper combines these two
models together to explore whether knowing which class a student is in is a better
predictor than knowing which student, for each parameter in the model. For example,
perhaps slip rate is best modeled at the individual student level, while learning rate is
best estimated at the class level? Therefore, we have run experiments with different
ways of combine the two resources of information trying to determine which parame-
ter is best modeled using which source of information.

As shown in Fig. 2, the model is almost the same as the Student Skill model in Fig.
1. The only difference is the addition of the class (Cl) node, which is a multinomial
node, represents which class a student is in. Nodes StP, StG, StS, StL turns into
StP/CIP, StG/CIG, StS/CIS, StL/CIL, which means the nodes can either be a student
level parameter or a class level parameter. The dash line between node Cl and node
StP/CIP is a potential relationship in the model, as well as the dash line between node
St and node Stp/CIP. If we choose one of these two dash lines, the other one will be
ignored as if it does not exist. For example, if we choose to use class information for
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prior knowledge, the dash line between St and node StP/CIP is ignored, and the node
StP/CIP only contains the class prior (CIP). The same assumption is hold for all the
other dash lines and parameters of class and student: StS/CIS, StG/CIG, StL/CIL.

Based on this model, by choosing different dash lines, we can test the best combi-
nation of class and student parameters and find the variability.

In our experiment, we used the Bayes Net Toolbox for Matlab developed by Murphy
[6] to implement the Bayesian network student models and the Expectation Maximiza-
tion (EM) algorithm to fit the model parameters to the dataset. The EM algorithm finds a
set of parameters that maximize the likelihood of the data by iteratively running an ex-
pectation step to calculate expected likelihood given student performance data and a
maximization step to compute the parameters that maximize that expected likelihood.

Fig. 2. Combination of Class Skill model and Student Skill model

2.2 Data and Model-Fitting

The data used in the analysis presented here came from the ASSISTments platform
(www.assistments.org), a freely available web-based tutoring system for 4th through
10th grade mathematics. The performance of a question is marked as wrong if the first
response is incorrect, or if the student asks for help.

We randomly sampled data of one hundred 12-14 year old 8th grade students from
4 classes and fifty skills from the school year September 2010 to September 2011.
There are in total 53,450 problem solved in the dataset.
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To make sure there were sufficient data in the training set to estimate parameters
for students and skills, we divide the dataset into a training set and a test set using the
following strategy: for each student, for every skill that she was practicing we flipped
a coin and assigned this student-skill pair into either the training set or into the testing
set. This process enables us to have a broad coverage of students and skills in the
training set, to enable generalization to the testing set. However, we do not have data
for the same student-skill pair in both the training and in the testing data. In this
way, we maintain a relatively independent test set, but still enable our approach to see
enough types of data to estimate all of the required parameters.

In the experiment, we estimate each knowledge tracing parameter using data about
the skill, and either data about this student’s or the student’s classmates’ performance
on this skill. Thus, for each parameter we tried two ways of estimating its value.
We examined each combination of settings for all four knowledge tracing parameters
(P,G,S,L) To simplify the problem, we group the performance parameters, guess and
slip, together. This leaves us in total 2°= 8 different combinations in parameters. The
models and experimental results are shown in the next section.

3 Results

The accuracy of the predictions was evaluated in terms of the Root Mean Squared
Error (RMSE), with lower values meaning higher accuracy. We compared different
models to analyze the best individualization level for prior Knowledge (KO0), learning
rate (L) and Guess and Slip (G/S) respectively. That is, for each of the parameters
(KO, L, G/S), we choose Class level individualization or Student level individualiza-
tion, there are in total 8 possible combinations. The different combination models and
their RMSE results on the test set are shown in Table 1.

The first column shows which parameter is chosen for the prior knowledge, the
second column shows which parameter is chosen for the learning rate, the third col-
umn shows which parameter is chosen for the performance parameters (guess and
slip), the fourth column shows the RMSE result of each model on the test dataset. We
order the rows in this table based on the RMSE on the test set, with the top rows
representing higher accuracy on the test set.

Table 1. RMSE result on test and training data

KO L G/S RMSE
Class Student Class 0.413
Class Class Class 0.415
Class Student | Student | 0.417
Class Class Student | 0.419

Student | Student | Student | 0.421
Student | Student Class 0.423
Student Class Class 0.424
Student Class Student | 0.425
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For comparison, the standard Knowledge Tracing model produces an RMSE of
0.428 on the test data, which is less accurate than all of the models we experimented
with in Table 1. Therefore, it appears that both of the class level and the student
level individualization can help improve Knowledge Tracing’s predictive accuracy.

A second point of comparison is our baseline Student Skill model, represented in
the 5" row in this table (underlined), which represents estimating all of the parameters
using information about each student. Thus, each student has a customized estimate
of prior knowledge (K0), learning (L), and guess (G) and slip (S), as they are derived
from the student node. In this case, model in Fig. 2 degenerates to be the same as the
Student Skill model in Fig. 1. The fact that this model is only at the middle of the
table shows that, it is not as strong as other methods of estimating parameters.

In other words, sometimes it is better to use the class information rather than using
individual student information. This result could occur if students within a class do
not vary very much on a particular parameters. In that case, it would be better to
estimate that parameter for the entire class to take advantage of the larger quantity of
data. For example, the fact that the 4™ row, which has prior and learning comes from
class information, and guess and slip comes from the student information results in
lower RMSE value on the test data than the 5" row, indicates that the prior knowledge
and learning rate may be better estimated through the class information rather than
estimated from completely individualization of student. Back to the example at the
beginning of this paper, this means that for prior knowledge, and guess and slip rate,
knowing the information of all of the other students in the class may be slightly more
beneficial than only knowing the information of the current student. If all of the other
students in the class do not know a skill initially, it is more likely the current student
do not know the skill either, no matter how good the student is on other skills.

Among all of these models, the best mode (the first row in the table) is the one with
prior knowledge (KO) and performance parameters (guess and slip) derived from the
class information, and the learning rate (L) is derived from individual student infor-
mation. The result seems plausible because all students in a class normally get the
same instruction, thus might have similar prior knowledge (KO) about a particular
skill, and some students learn faster than others, thus the learning rate (L) would be
beneficial from individual student information. To be clear, we are not asserting that
all students have the same prior knowledge, as some students will not complete
homework or might not pay attention in class. However, within a class, prior know-
ledge varies less than the other parameters, and, at least in this instance, the potential
benefit of customizing KO to each student is not worth the additional parameters.

Besides finding the best combination of grain-sizes for estimating various parameters,
there are also some interesting general trends visible in Table 1. The most interesting one
is that prior knowledge (KO) is always better modeled at the class level: the top 4 rows
are all with class information used to estimate the KO parameter. This result confirms our
intuition that all students in a class tend to have similar prior knowledge, which could be
caused by the fact that they are going through similar instructions, or the fact that similar
students are tend to be assigned to the same classroom.

The trend in learning rate (L) is the opposite as the trend for prior knowledge.
Since the bottom two rows both have class information as the resource for learning
rate, student information seems to be a more powerful resource. Therefore, within a
class, students’ ability to learn mathematics appears to vary more than their prior
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knowledge. However, these differences appear to be rather small: comparing the
first and second lines results in a difference in RMSE of 0.002; similarly, comparing
the third and fourth lines also results in a difference in RMSE of 0.002. This differ-
ence is rather small, so estimating learning rate at the class level or at the student level
works approximately equally well.

As for the performance parameters (guess and slip), there seems to be a general
advantage to modeling these effects at the class level, but the trend is not completely
clear. We expected guess and slip behaviors to vary considerably within a class, and
to be better modeled at the student level. Therefore, we found this result somewhat
surprising.

4 Contributions, Future Work, and Conclusions

This paper makes three main contributions. Philosophically, it considers the learner’s
classmates as a viable source of information for predicting the learner’s behavior.
This source of information seems to have been overlooked by the ITS community.

The second contribution this paper makes computational, as it extends the Baye-
sian knowledge tracing framework to take into account the class information. Our
model structure enables us to model parameters at the class- or student-level, and to
mix and match grain sizes within an experiment. In a similar effort, a PFA-like
model was modified to account for class-level information [7].

The third contribution this paper makes is empirical. Our results suggest that ini-
tial knowledge of a skill is probably best modeled at the class level. Prior work
either assumed the initial knowledge is determined either by the skill itself or a com-
bination of the student and skill. This paper’s experimental results suggest that stu-
dent modelers should consider additional sources of power for understanding learners.

Currently, the way we utilize the student and class information is to consider using
either class parameters or student parameters. That is, each of the models we com-
pared considered using one source of power for each of the parameters, but not both.
It is possible that we can look at both sources information simultaneously and even
take into account the fact that a student is a member of a class, to build a hierarchical-
ly structured model that blends the two sources of information together. In this model,
class could be the parent node of different students. The model is easy for people to
understand and interpret, yet we are not sure if a complex Bayesian Network repre-
sentation of this model can be properly built and learn back the expected parameters.
Both experiments with real and simulated data will be helpful for evaluating such
approaches. It is also unclear if the model will be practical given the large number of
parameters required.

One issue that we have not yet addressed is whether the performance parameters
(guess and slip) should be grouped together. In this paper, we group the performance
parameters together to simplify the experiments based on the assumption that these
two parameters are both related to performance and should have similar properties
with respect to the best grain size for modeling. Yet, it is likely that guess and slip
behaves very differently at the class level compared to the student level. For example,
some type of instruction may cause all students in the class very likely to guess the
correct answer for some skills, even though the students do not fully understand the
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skill. We suspect that slip is best modeled at the individual level. The mixed result in
the performance parameters in section 3 could perhaps become more clear if we run
more experiments with separate guess and slip parameters.

Another question that we are interested in exploring is whether the results about
class-level parameters transfer across years? Currently, our evaluation looks at only
one year’s data and generates the test and training set from that year. This approach
has the normal cold start problem, that if it is the start of a new school year and we
have no information about the class yet, what would be a reasonable information to
use to build the student model? One possible solution that we are interested in is to
use the class information of previous school years. If we can find a class that we have
data from previous years that is similar to a current class, we might be able to use the
information from that class to start building the model for the current class. How to
define similarity of different classes, however, is a challenging question. We could
look at the teacher or use the very first performance of each student in the class as an
estimate of prior knowledge. We could also choose a set of similar previous classes
and use the average of their parameters instead of choose only one from all. Or, we
could use whichever prior class has the highest predictive accuracy for this student, as
in [3].

Finally, from a broader perspective, class can be seen as a group of students, thus is
a natural way of clustering students. There are literatures that focus on clustering in
student modeling such as [8,9]. What are the differences and connections between
using class and using other clustering methods? Class could be an effect of the teacher
or ability grouping; in this case, using clustering algorithms on features such as teach-
er and student ability could result in similar clusters as classes. There are also other
levels of abstraction and natural clustering, such as which grade or school a student is
in, exploring models that utilizing these new sources of information is also new and
interesting.

In summary, this paper introduces a framework for using a dynamic Bayesian net-
work to model parameters as a combination of student-skill effects, or class-skill ef-
fects. We have found that using either source of knowledge is more accurate than a
standard knowledge tracing model. By selectively estimating some parameters at a
coarser grain size, we are able to improve accuracy a bit over the class-skill model.
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Abstract. We describe a method to evaluate how student models affect ITS de-
cision quality — their raison d’étre. Given logs of randomized tutorial decisions
and ensuing student performance, we train a classifier to predict tutor decision
outcomes (success or failure) based on situation features, such as student and
task. We define a decision policy that selects whichever tutor action the trained
classifier predicts in the current situation is likeliest to lead to a successful out-
come. The ideal but costly way to evaluate such a policy is to implement it in
the tutor and collect new data, which may require months of tutor use by hun-
dreds of students. Instead, we use historical data to simulate a policy by extra-
polating its effects from the subset of randomized decisions that happened to
follow the policy. We then compare policies based on alternative student mod-
els by their simulated impact on the success rate of tutorial decisions. We test
the method on data logged by Project LISTEN’s Reading Tutor, which chooses
randomly which type of help to give on a word. We report the cross-validated
accuracy of predictions based on four types of student models, and compare the
resulting policies’ expected success and coverage. The method provides a utili-
ty-relevant metric to compare student models expressed in different formalisms.

Keywords: Student models, knowledge tracing, classification, help policy.

1 Introduction

A challenge in the field of Intelligent Tutoring Systems (ITS) is to evaluate student
models by their impact on the success of an ITS’s decisions — in particular, about
which type of help to give students. Individualized help can have a strong impact on
learning [1]. The better the tutor adapts its help to the student and situation, the li-
kelier the student will learn from it.

This paper shows how to use logged tutor data and a student model to learn what
help to provide in a given situation, and how to compare alternative student models
based on the resulting help policies. The paper is organized as follows. Section 2 re-
views prior work on learning help policies. Section 3 describes the student models we
used in the study. Section 4 discusses the data. Section 5 presents the algorithm for
learning a help policy. Section 6 reports results. Section 7 concludes.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 161-70] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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2 Relation to Prior Work

Several papers report positive results from learning individualized help policies.
Andes [7] used a Bayesian network to adapt hints to the student, the problem, and
the context, but required human-designed sequences of hint templates; we do not.
ADVISOR [4] and later work [2, 6, 7] used reinforcement learning to adapt a pe-
dagogical agent to optimize student performance metrics such as the time to solve
problems. The agent could give hints or to select the next exercise. ADVISOR used
only one student model; in contrast, we compare alternative student models. Only Chi
et al. [6] included features of system behavior, which they found affected feedback
success more than task or student features. Barnes and Stamper [2, 7] derived poli-
cies from effects of student decisions; in contrast, we learn from tutor decisions.
Project LISTEN’s Reading Tutor [19] chose randomly among different types of
help on a word. Heiner et al. [13] compared their success rates based on how often the
student read a word acceptably at the next encounter. We use this and other informa-
tion plus a student model to train a policy, not just compare overall success rates.
Razzaq and Heffernan [22] compared two types of feedback, namely scaffolds and
hints, and found that students who got scaffolds learned more than students who got
hints with pre and post tests, although the difference was not statistically significant.
Like Heiner, they compared rates, but between groups rather than within-subject.
Recommender systems can be used to recommend suitable learning resources to a
given student in an ITS or web-based learning. Verbert et al. [26] predicted the suc-
cess of recommendations (in terms of student satisfaction) from student activities. In
contrast, we predict the success of help (in terms of student performance) from stu-
dent traits, task features, help type, and a student model of estimated skills.

Table 1. Summary of prior work on help or hint selection, in terms of features and evaluation

Features used to select . .

Work help or hints Methodology to validate learned policy

Problem goal + current problem
Gertner et ) .
state + context + student’s mas- Experiments (pre and post tests)
al. [11] .
tery of skills
Beck et al. | Student model + current problem | Simulation (check if probability of success
[4] state increases with the help) and experiments
Heiner et Student level + word difficulty Use historical data (expected increase in
al. [13] success for unseen students)

Barnes, Student model + current problem Experiments (number of solvgd problems,
Stamper et state errors, and number of hints given with the
al. [3,23] generated policy vs. default policy)

Chi et al. | Student features + domain fea- Experiments (pre and post test)
[6] tures + system behavior features P p p
. Student features + domain fea- Use historical data (expected increase in
This paper .
tures + system behavior features success for unseen students)

Table 1 summarizes all this work in terms of the features used in the help or hint
policy, and how it was evaluated using on-line experiments or off-line simulation.
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Prior research has explored various ways to compare student models [17]. Several
papers [5, 12, 21, 27] compare different knowledge tracing models based on goodness
of fit. That work frames student modeling as a prediction problem, where the goal is
to predict the next observation of student performance (correct or incorrect). Other
papers compared the accuracy of models based on constraint-based modeling [14] or
Item Response Theory [9]. Results depend on the domain, the datasets, and the mod-
el-fitting method. For instance, Pavlik ef al. found that Performance Factor Models
(PFM) beat Bayesian Knowledge Tracing [21], but Gong et al. found the opposite,
leaving uncertain the reason for this divergence in results [12]. Moreover, we know of
no prior quantitative comparisons of different types of student models.

3 Student Models

We now describe the three types of student models we compare in this paper.

Knowledge Tracing [8] is based on a cognitive model, which specifies the skills
underlying students’ successive observable actions. Knowledge tracing uses these
observations to update estimated probabilities of the student knowing the skills, based
on the knew probability of having a skill beforehand, the learn probability of acquir-
ing the skill at any given step, the guess probability of responding correctly without
knowing a skill, and the s/ip probability of responding incorrectly despite knowing it.
Knowledge Tracing uses a Bayesian update, while the Performance Factor Model
(PFM) [21] uses a linear combination of skill difficulty, student proficiency, and past
performance (number of previous successes and failures on a given skill).

Constraint-based modeling [20] has no cognitive model of skills underlying steps.
Instead, it represents domain constraints whose violation reveals missing knowledge
or misconceptions that call for corrective feedback. A constraint-based model
represents domain knowledge as a set of constraints (Cr, Cs), where Cr specifies the
situations where the constraint is relevant, and Cs specifies the correct answer in those
situations. The constraint-based model can infer student knowledge from students’
observed actions as the probability of satisfying a constraint when it is relevant.

Finally, the Control-based Approach [16] (based on cKc [2]) represents domain
knowledge as a set of problems, operators for solving the problems, indicators of how
a problem or operator is represented (e.g. as proof vs. diagram in geometry), and
skills for deciding whether an answer or action is correct, represented as nodes in a
Dynamic Bayesian Network. The Control-based Approach uses observed student
actions to update the conditional probability of knowing the skill given the problem,
the representation indicators, the operator used, and whether the action is correct.

4 Experimental Data

We use data from Project LISTEN’s Reading Tutor [19], which displays text and
listens to a child to read it aloud. The Reading Tutor uses automatic speech recogni-
tion (ASR) to classify each text word as read correctly or not, and to measure the
latency before reading each word. We label a word as fluent if the Reading Tutor
recognized it as read correctly without help or hesitation. The Reading Tutor can give
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several types of help on a word, such as say it, give a rhyming hint (e.g., rhymes with
cat), or sound out its successive phonemes (/K//AE/ /T/) [13]. Some types of help are
infeasible or infelicitous on some words, such as rthyming hints for rhymeless words,
syllabifying a one-syllable word, or sounding out a word longer than 4 phonemes.
The Reading Tutor chooses randomly among types of help suitable for a given word.
Each such decision generates one randomized controlled trial. To test whether the
help helped the child learn the word, we define the outcome of the trial as whether the
child read the same word fluently at the next encounter on a later day, thereby exclud-
ing recency and scaffolding effects. Thus if a student gets help on word W on day i,
its outcome is the first encounter of word W on day j where j>i, as Figure 1 shows.
Our data for this paper consist of 30,838 such trials logged by the Reading Tutor in
the 2002-2003 school year, from 96 students and 1078 distinct words. To simplify
analysis, we omitted trials where a child got help on word W more than once on day i.

Day 7 Day j

Read Word
Get help tvpe H

Read Word 7

!

Fluent?

v

Fig. 1. Help type H on word W on day i succeeds if W is fluent at the first encounter on day j

5 Method for Training a Help Policy

We train a help policy as follows. First annotate the logged trials with information
from a student model. Then select a set of features (such as student reading level or
word length) that affect help success, according to a linear model. Next, use the
logged trials, student model, and selected features to learn when help will succeed.
Finally, derive a policy from the learned classifier to choose help likeliest to succeed.

5.1 Using Student Models to Annotate Logged Trials

Knowledge diagnosis is the process of inferring or updating a student model from
student interactions with an ITS [25]. We considered four knowledge diagnosis tech-
niques: Performance Factor Modeling [21], Bayesian Knowledge Tracing [8], con-
straint-based modeling [18], and a Control-based model based on cKc [16] (see Table
2). These techniques are generic, so that it is possible to use them on our domain.
Diagnosis techniques use various methods to update the student model, such as Baye-
sian inference or logistic regression. Updating a student model means updating the
estimated probability of knowing different skills, based on students’ observed perfor-
mance (such as correct or incorrect answers). These estimates make it possible to
predict future performance on those skills.
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Table 2. Summary of the four types of student models used in this work

Type of student model Update method Output (prediction) Ref

Performance Factor Linear regression Probability of answering correctly | [21]

Model

Bayesian Knowledge Hidden Markov Probability of answering correctly | [8]

Tracing Model

Constraint-based Constraints Probability of violating constraints | [18]

Control-based Dynamic Bayesian | Probability of using skills or not, [16]
Network correctly or not

Constraint-based models are typically updated at the end of exercises. To update them
online instead, we associate a power law function with each constraint (knowledge), fit
these functions to observed student performance so far, and use them to predict subse-
quent performance. Another difficulty in our data is that the skills are not directly observ-
able. Our model of oral reading represents a skill as mapping a grapheme to a phoneme.
For instance, the word chemist maps ch—/K/, e—/EH/, m—/M/, i—/TH/, s—/S/, and
t—/T/. However, our speech recognizer only recognizes words. Thus, we used a
multiskill approach, meaning that a single observed step (reading a word) may require
multiple skills . We estimate each skill independently, predict performance conjunc-
tively (i.e. multiply the estimates of all the skills used in a step), and update each skill
separately as if assigning it sole responsibility for the step’s success or failure [27].

To fit models that maximize data likelihood, we use EM for Bayesian Knowledge
Tracing and Control-based models, and R’s stats and igraph packages for Perfor-
mance Factors Models and Constraint-based models.

5.2 Selecting Features

Help type H on word W on day i succeeds if W is fluent at the first encounter on day j.
To find which features best predict success, we use stepwise linear regression with
success as response variable and features as predictors, and optimize AIC, defined as:

AIC=2xk-2xIn(L)

Here k is the number of parameters of the model and L the data likelihood. A one-way
ANOVA tests if the features significantly (p<0.01) explain success. The initial fea-
tures were all selected: student’s reading level, student proficiency (% of words ac-
cepted as fluent when first seen each day), story’s difficulty level, word length, word
frequency in English, word position in the story, the number of prior encounters of the
word, and the word class, defined by which Reading Tutor interventions apply to it.

5.3  Learning Classifiers to Predict Help Success

To predict based on the student model, the selected features, and the type of help
whether help will succeed, i.e. lead to reading the word fluently at the next encounter
(cf. Figure 1), we trained three types of classifiers — two based on rules (Part [10] and
JRip [7]) and one on random trees, using Weka'. Here is an example of a learned rule:

1http: //www.cs.waikato.ac.nz/ml/weka
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1) Word = cl145
2) AND Story_Level = B
3) AND Student_Model_Prediction > 0.6
4) AND Help_Type = ”"SayWord”
= Fluent (22/22)

Clause 1 specifies that the rule applies to words in the class “c145,” for which the
feasible help types (described in [13]) are 1 (“Autophonics”), 4 (“Recue”), and 5
(“RhymesWith”). Clause 2 specifies that the story is at a grade 2 level. Clause 3
specifies that based on prior data, the student model estimates probability over 0.6
that the student will read the word fluently. Clause 4 specifies help type. We compute
confidence in a rule as the frequency of success in the training instances to which the
rule applies. The rule here predicts with confidence 22/22 that “SayWord” help will
succeed. We prune rules with confidence below 0.75 (Weka’s default).

54  Using a Predictor of Help Success as a Decision Policy for What Help to Pick

The decision policy based on the trained classifier works as follows: Choose the type
of help specified by whichever rule applies to the current situation and has the highest
confidence according to the training data. If there is more than one such rule, pick
randomly among them. An alternative is to train a separate model to predict success
for each type of help, and pick a type with the maximum probability of success.

6 Experimental Results

We evaluated our method on Reading Tutor data (cf. section 4). To split the data into
two sets, one to train a student model and one to train and test a success predictor, we
first sorted the data alphabetically by student initials, and used the first 60% to train a
student model. Then we used the remaining 40% to train and test success predictors
using 10-fold cross-validation. That is, we partitioned the students into 10 disjoint
folds, pooled 9 of them to train a predictor, and tested it on the remaining fold. We
repeated this procedure for each fold, and averaged the results. To test how well a
student model fit the data, we used it to predict each time the Reading Tutor gave help
on a word whether the student read the word fluently at the next encounter of it.

We measure model accuracy as percentage of correct predictions, which Table 3
lists from highest to lowest. We score a probabilistic prediction as correct if it rates
the true outcome of the next encounter as likelier than 50%. Varying this probability
threshold trades off false positive and false negative errors along an ROC curve. The
area under the ROC Curve (AUC) measures the probability that given a fluent and
non-fluent instance, the model will correctly identify which is which. AUC of 1
means the model is perfect; AUC of 0.5 means the model is no better than chance.

AIC (defined in section 5.2) measures the goodness of fit to training data based on
data likelihood, penalized by the number of parameters k. Here k is the number of
model parameters multiplied by the number of skills and the number of students.
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Table 3. Predictive accuracy of each student model, and of help success prediction based on it

Type of student Predictiveness of student models Predictors of help success
model Accuracy AUC AIC Coverage | Accuracy
Know?:ggzl%?acing (t824.?%) 0.68 >-1 E+d 32% (t7f.(170%) } s
Conigzle’la“d (i823_ Zf%) 0.67 | 72E+4 |  34% (J_ﬁff”% ) }
Pe:rforrlrlllaz)n(;::1 Factor ( i8 13‘(7700 ) 0.65 55 F4d 26% (ffjo%) ek
Constraint based (iggg%% , | 065 | s6E | 25% (:j Zb% ) } o

Significance on McNemar’s test: ** 0.01 < p < 0.05; *** p <0.01

All 4 diagnostic techniques beat the majority class (76% fluent words in our data).
These results are consistent with a previous evaluation of Knowledge Tracing [27] on
a different set of Reading Tutor data, which found accuracies ranging from 72% to
87%, but below 35% on non-fluent instances — which might explain why AUC, which
measures a model’s accuracy in distinguishing positive from negative instances [24],
was 0.68 or worse in our data. AIC rated Bayesian Knowledge Tracing highest, pena-
lizing the control-based model because it has more parameters than the other models.

Table 3 evaluates each success predictor by its cross-validated accuracy on help
given to held-out students. We show results only from JRip, because it beat the other
two classifier methods (by less than 2%). Bayesian Knowledge Tracing did best.
Coverage is the proportion of words in the test set to which a rule of a policy applies.

Predictors of help success were less accurate than the student models they used.
Evidently, predicting whether a student will read a word fluently at the next encounter
is easier than predicting whether help on that word will succeed. A possible reason is
data sparseness: we predict success of each help type from the training instances
where the Reading Tutor happened to give that type, which may be very few.

To test the statistical reliability of accuracy differences between predictors of help
success rate, we used McNemar’s test, which checks for significant differences be-
tween two classifiers C1 and C2 on the same data using this formula:

= (d;—dy)?/(d; + dy)

Here d, is the number of instances classified as positive by C1 but negative by C2,
and d, is the number of instances classified as positive by C2 but negative by C1. The
sum d; + d, exceeds 80 in our data, well over the minimum of 10 specified by
McNemar [15], so this test can be approximated as a Chi-squared distribution. Each
two consecutive predictors in Table 3 differ significantly (p<0.025), assuming neglig-
ible effects of statistical dependencies among trials with the same student or word.

Finally, we computed the expected percentage of words read fluently at the next
encounter after help based on each learned policy. The difference between expected
and actual percentages represents the simulated increase in help success, shown in
Table 4. (Simulated means based on historical data rather than on new experiments.)
The last row shows results when solely picking types of help with the highest success
rate in the training set. We compute the expected help success rate E:
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E(Fluent | h*,S,F)

Here S is the student model, F is the set of student and domain features, and A* is the
type of help with the highest estimated probability of success in that situation:

h* = argmaxy, E(Fluent | h,S, F)

Table 4. Expected absolute percentage increase in (simulated) help success

Diagnosis technique Expected increase in Coverage (% of test set
(type of student model) help success covered by rules)
Bayesian Knowledge Tracing 5.2% 32%
Control-based model 5.1% 34%
Performance Factor Model 4.7% 26%
Constraint-based model 4.5% 25%
Average success in the training set 2.4%

7 Conclusion

This paper presents new methods to compare student models and induce help policies.
Prior work compared the predictive accuracy of student models expressed in the same
formalism, e.g. cognitive modeling or Item Response Theory. In contrast, we compare
the impact of student models on expected success of tutorial decisions based on them,
a measure more directly relevant to utility than predictive accuracy is. We believe
quantitative comparison of student models across different formalisms is novel.

We described a method to learn a policy for picking which type of help to give in a
given situation, based on types of help, student features, domain features, and a stu-
dent model, by using this information to learn the probability that help will succeed,
and then picking the type of help likeliest to succeed in a given situation. Using data
from Project LISTEN’s Reading Tutor, we showed that success predictors differ sig-
nificantly, depending on the student model used. All four learned policies improved
the Reading Tutor’s expected success compared to its original randomized decisions.
A 5.2% increase despite only 32% coverage implies 16.3% increase on the covered
test instances; thus better-generalized policies could potentially triple help success.

Our approach has several limitations. It applies only to tutors that decide among
multiple types of applicable help. It assumes that the logged decisions were rando-
mized, and that their outcomes can be computed from the ensuing tutorial interac-
tions. The learned policy’s coverage and accuracy in predicting whether a given type
of help will succeed in a given situation are limited by the number of observations in
the logged training data of the tutor giving that type of help in that situation. Thus the
method can only learn policies followed sufficiently often in the data to estimate their
success. The learned policy is therefore vulnerable to under-covering and over-
fitting. The accuracy of the cross-validated estimate of the learned policy’s expected
success is similarly limited by the number of observations of each situation-decision
pair in the held-out test data. Both the policy and the estimate of its success assume
that the outcomes of the held-out logged instances are representative of future unseen
cases. This inductive leap is the price we pay for evaluating the policy based on its



Comparing Student Models in Different Formalisms 169

simulated rather than actual success. Future work includes trying more accurate stu-
dent models such as LR-DBN [26], more powerful classifiers such as Support Vector
Machines (SVM) or Random Forests, analysis of how student model accuracy affects
the accuracy of predicting the success of help, learning more general policies to in-
crease coverage and reduce overfitting, and experiments to test how accurately ex-
pected success predicts actual success in practice.
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Abstract. Bayesian Knowledge Tracing (BKT)[I] is a user modeling
method extensively used in the area of Intelligent Tutoring Systems. In
the standard BKT implementation, there are only skill-specific parame-
ters. However, a large body of research strongly suggests that student-
specific variability in the data, when accounted for, could enhance model
accuracy [BI6I8]. In this work, we revisit the problem of introducing
student-specific parameters into BKT on a larger scale. We show that
student-specific parameters lead to a tangible improvement when pre-
dicting the data of unseen students, and that parameterizing students’
speed of learning is more beneficial than parameterizing a priori
knowledge.

Keywords: Bayesian knowledge tracing, model fitting, model selection,
student-specific model parameters.

1 Introduction

Modeling student knowledge as a latent variable is a popular approach. The
latent variable is updated based on the correctness of the observed student op-
portunities to apply the skill in question. In general case, this modeling approach
is called a Hidden Markov Model. A special case of the approach is known as
Bayesian Knowledge Tracing (BKT) [I]. BKT assumes that student knowledge
is represented as a set of binary variables — one per skill (the skill is either mas-
tered by the student or not). Observations in BKT are also binary: a student
gets a problem [step] either right or wrong.

BKT has a long history of being actively used in Intelligent Tutoring Systems
(ITS) in the context of mastery learning and problem sequencing. In its standard
implementation that is still in predominant use today, BKT only has skill-specific
parameters. Starting with the original publication on BKT [I] and including
more recent works (e.g. [5]), there exist strong indicators that BKT models (often
called individualized BKT models) that somehow account for student variance
are superior to the standard BKT model.

Prior work on individualized BKT models (e.g. [1], [5]), and [8]) describes
quite different approaches to defining and learning student-specific parameters
as well as report radically different performance measures. In this paper, we
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approach the problem of introducing student-specific parameters in a more sys-
tematic manner. We build several individualized BKT models in an incremental
manner (adding student-specific parameters in batches) and examine the effect
each addition has on the model’s cross-validation performance.

We find that BKT parameters corresponding to the a priori student knowledge
give BK'T models only a marginal cross-validation performance improvement. At
the same time, student-specific speed of learning parameters result in a consid-
erable boost in the model prediction accuracy.

2 Related Work

2.1 Bayesian Knowledge Tracing

There are four types of model parameters used in Bayesian Knowledge Tracing:
initial probability of knowing the skill a priori — p(Lg) (or p-init), probability of
student’s knowledge of a skill transitioning from not known to known state after
an opportunity to apply it — p(T") (or p-transit), probability to make a mistake
when applying a known skill — p(S) (or p-slip), and probability of correctly
applying a not-known skill — p(G) (or p-guess). Given that parameters are set for
all skills, the formulae used to update student knowledge of skills are as follows.
The initial probability of student u mastering skill k is set to the p-init parameter
for that skill Equation (Ia). Depending on whether the student u applied skill
k correctly or incorrectly, the conditional probability is computed either using
Equation (b)) or Equation (Id). The conditional probability is used to update
the probability of skill mastery according to Equation (Id). To compute the
probability of student u applying the skill & correctly on an upcoming practice
opportunity one uses Equation (I€).

p(L1)y = p(Lo)", (1a)
L)y - (1= p(S)¥)
Lyy1|obs = correct)® = p(L)u ,  (1b
Pl T k- (- p(S) + (1 - p(Lof) e
p(Le)y - p(S)*
p(Liy1]obs = wrong)® = , lc
(el D= (Lt p(S) + (1 - p(Lof) - - p(@p)
P(Les1)y = p(Let1lobs)y + (1 = p(Lesa|obs)y) - p(T)*,  (1d)
P(Crrr)y = p(Le)g - (L =p(S)") + (L =p(Le)g) - p(G)* (Le)
In the standard BKT model, we use one copy of each of the above four parameters
( p(Lo), p(T), p(S), p(G) ) per skill. BKT models are usually fit using the
expectation maximization method (EM) [2], Conjugate Gradient Search [1], or
discretized brute-force search [7].

2.2 Student-Specific Parameters in Bayesian Knowledge Tracing

In the area of building cognitive models of practice, student-specific parameters
have been used for quite some time. The logistic regression based Rasch model [3]
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(also known as 1PL IRT) and its descendant the Additive Factors Model [6] both
include a ‘student proficiency’ parameter to account for variability in student
a priori abilities. In our prior work, we found that the inclusion of student-
specific parameters has a significant positive effect on prediction accuracy and
interpretability, as well as reduces over-fitting [4].

Prior work introducing student-specific parameters to BKT is limited. Cor-
bett and Anderson, in the original BKT paper [I], discussed fitting all four BKT
parameters for students (e.g. p(T),) as well as skills (e.g. p(T)*). Namely, data
of all students practicing skill & would be used to fit four BKT parameters for
that skill, and all data of student u would be used to fit four BKT parameters for
that student. The student and skill parameters would then be combined using a
special function to yield a value (here p(T)¥) to be used for updating the prob-
ability of skill mastery. The individualized BK'T model led to better correlation
between actual and expected accuracy across students when compared to the
same correlation for the non-individualized BKT model. However, accuracy of
predicting student test scores (after a period of working with a tutoring system)
did not improve tangibly.

Pardos and Heffernan [5] individualized the initial probability of mastery
p(Lo)* by assigning according to a set of heuristics: randomly, by selecting from
two pre-set values based on first student response correctness, by using overall
percent correct. The ‘prior per-student’ models fit better than traditional BKT
on a significant fraction of the problem sets authors considered.

Lee and Brunskill [§] investigated individualizing all four BKT parameters.
However, in contrast to [I], the student-specific parameters were fit differently.
Instead of fitting per skill and per-student BK'T parameters to be combined later,
they only fit per-student parameters for each student (assuming there is one skill
all students have to learn). Lee and Brunskill did not discuss goodness of fit of
their individualized models. Their focus was whether the individualized model,
when used in an intelligent tutoring system, would schedule fewer or more prac-
tice opportunities than the traditional BKT skill-specific model (or population
model as authors referred to it). The results showed that a considerable fraction
of students, as judged by individualized model, would have received too few or
too many practice opportunities (although no confidence intervals were given).

Although the [potential] benefits of individualized BKT models are visible,
the results are unclear about the ideal configuration of student-specific param-
eters (4 per student [I], 1 heuristic value per student [5], 4 per student [g]),
are limited in the evidence for improved mode prediction and are hard to op-
erationalize for the purpose of implementing in an ITS. The original work on
BKT [1] pointed out that operationalization of the discussed individualized BKT
model could be problematic. Work by Pardos and Heffernan [5] showed that their
prior-per-student BKT does not always win over traditional BKT. Lee and Brun-
skill [8] made a practically important derivation that using individualized model
parameters could save time for stronger students and could allocate more time
for struggling ones. However, this derivation assumed that individualized BKT
models predict student data better which was not tested.
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Table 1. BKT parameters in matrix form

(a) Priors (II) (b) Transitions (A) (c) Observations (B)
to known to unknown right wrong
known  p(Lo) from known 1 0 known 1-p(S) p(S)

unknown 1-p(Lo)  from unknown p(T) 1—p(T) unknown p(G) 1-p(G)

3 Methods

Our goal is to unify and extend prior work on individualized BKT models. We
construct four variants of individualized BKT models varying the number of
student-specific parameters. and we rank the constructed models with respect
to predictive accuracy on unseen data.

3.1 Bayesian Knowledge Tracing with Student-Specific Parameters

Instead of a traditional Expectation Maximization (EM) method for learning
BKT parameters, we base our method on the so-called optimization techniques
approach described in [2] for the following reasons. First, EM does not directly
optimize a likelihood of the student observations given BKT parameters (a stan-
dard metric for HMM). As a result, the EM algorithm could make adjustments to
BKT parameters that would actually worsen the fit. Second, using the gradient-
based optimization techniques allows us to introduce student-specific parame-
ters to BKT without expanding the structure of the underlying HMM (cf. [5]).
Keeping the structure of the underlying HMM unchanged permits us to lower
the computational cost of fitting.

Table dlshows BKT parameters defined in matrix format, as they are normally
represented in HMM. A priori probability of mastery p(Lg) belongs in the Priors
matrix IT = {m;} in an HMM, ¢ € [1, N] (N is the number of hidden states, in
our case two), learning probability p(T') is in the Transitions matrix A = {a;;},
i,j € [1, N] (note that there is no forgetting — transition from known to unknown
is zero), probabilities of slipping and guessing belong to the Observations matrix
B = {bj(m)}, j € [1,N], m € [1, M] (M is the number of observations, in our
case two). These matrices follow two constraints: all of the elements should be
non-negative, and the priors vector and the rows of transitions and observations
matrices should sum to one.

To successfully implement our BKT models, we need to solve two problems.
First, the evaluation problem: given BKT parameters A = {II, A, B} and a se-
quence of observations (practice attempts) O = {o;}, t € [1,T], what is the
probability that the observations are generated given BKT model, or formally
p{O|\}. Second, the learning problem: given BKT parameters A and a sequence
of observations O, how should A be adjusted to maximize p{O|A}.
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The objective function we use in our method is negative log likelihood, or J =
—log(Ltot), where Lot is the sum of all likelihoods p{O|A} for all student-skill
practice sequences in our data. We will define our search for better A parameters
of the BKT as gradient search (cf. Equation 2a, where n is the search step
size). Here, gradients with respect to our matrices from Table [Tl are defined in
terms of the so-called forward variables « (cf. Equation 2B and 2d) and backward
variables 3 (cf. Equation2dland 2d). Gradients with respect to BK'T parameters
are given in Equation 2 and Bhl For detailed discussion of forward and
backward variables as well as derivations of the gradients see [2].

oJ
\new — )\old o a
o) 2
a1(j) = mjb;(o1),7 € [1, N] (2b)
N
at+1(j) = bj(ot-‘rl) Zat(i)aij’j € [L N]’t € [LT] (20)
Br(i) =1,i € [1, N] (2d)
N
Bt(l) = Zﬁt+1(j)aijbj(0t+1),i S [1,N],t S [1,T — 1] (26)
oJ 1 .
om = Lu, B1(i)bi(o1) (2f)
T
By = g 25 )19 (28)

(21)

We have defined how to compute gradients with respect to traditional BKT
parameters. To introduce student-specific parameters we split the skill-specific
BKT parameters into two components the following way. Using w to substitute
for each of the corresponding skill-specific BKT parameters (m;, a;;, or b;(m)),
we define it in terms of both student- and skill-specific parameters as shown
in Equation Bal Here, w* is the skill-specific component of the parameter, w*
is the student-specific component, I(p) = log[p/(1 — p)] is a logit function, and
o(x) =1/(14+e~%) is a sigmoid function (inverse of logit). Not that in summing
logistic functions in Equation Bhlto combine student and skill parameters we are
incorporating the compensatory logic behind the IRT and AFM family of models
[3U6]. Updating parameter gradients is possible using the chain rule (illustrated
in Equation for the student-specific component of the parameter w), since
both the sigmoid and logit functions are differentiable.
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w = o(l(w®) + I(w")) (3a)

oJ oJ Ow
= 3b

ow*  OQw dw* (3b)
The importance of having all the gradients’ derivations in Equations 2fl to Rhl
is two-fold. First of all, freely available specialized HMM toolkits usually target
general purpose Bayesian inference algorithms (most often EM) that are more
computationally intensive. Second, without computing the gradients explicitly,
a general-purpose optimization packages (part of tools like Matlab and R) would
have to make computationally inefficient approximations.

3.2 Data

We used the datasets from the KDD Cup 2010 Educational Datamining Chal-
lenge (http://pslcdatashop.web.cmu.edu/KDDCup). The data was donated by
Carnegie Learning Inc., a publisher of math curricula and a producer of intelli-
gent tutoring systems for middle school and high school. There are two datasets,
Algebra I, and Bridge to Algebra, both collected in 2008-2009 school year. Each
dataset is a log of students’ step-by-step performance (correctness and timing)
during problem solving and was tagged with two alternative skill models.

The Algebra I dataset has 8,918,054 rows covering practice attempts of 3,310
students. 4,419,705 rows of the Algebra I dataset are tagged with 515 dis-
tinct skills from skill model 1 (used for problem sequencing in an ITS) and
6,442,137 rows are tagged with 541 distinct skills from an alternative skill model
2. The Bridge to Algebra dataset contains data of 6,043 students comprised of
20,012,498 rows, 11,239,188 and 12,350,449 of which are tagged with skills from
skill model 1 (807 distinct skills) and model 2 (933 distinct skills) respectively.
It is worth underlining the sheer size of each of the datasets. Except for the
prior-per-student model reported in [5], none of the BKT models were ever tried
on the dataset of this size, and prior-per-student has been individualized by us-
ing simple heuristics including random, correctness of first response defines the
choice of one of two pre-set priors, and overall per-student percent correct.

3.3 Fitting Procedures

We created a tool capable of fitting and cross-validating standard and individu-
alized BKT models using the derivations discussed in Section Bl To facilitate
efficiency, it was implemented in C/C++. The tool is capable of fitting classical
BKT models using the EM method, as well as fitting classical and individualized
BKT models using the gradient descent method (using linear step size search)
and a set of versions of conjugate gradient descent method.

We tested four different model variants on four different dataset-skill model
combinations. We chose gradient descent method, since, although conjugate gra-
dient methods are expected to yield better fits, the actual advantage was mini-
mal to non-existent. When fitting individualized models, the coordinate descent
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method was used: two blocks of parameters — skill-specific and student-specific —
by interleaving fits if one block at a time. The BKT model variants we fit were:

1. Standard BKT model,

2. Individualized BKT with student-specific p(Lo),

3. Individualized BKT with student-specific p(T),

4. Individualized BKT with student-specific p(Lg) and p(T).

While constructing the models, we constrained model values for all guess and
slip parameters to prevent the occurrence of a phenomenon called model degen-
eracy (cf. [7]). All of the models were cross-validated using 10 randomly assigned
user-stratified folds. For each of the cross-validation results we computed root
mean squared error (RMSE) and accuracy (number of correctly predicted stu-
dent successes and failures).

Our tool is implemented to handle large datasets in an efficient manner. For
example, 10-fold cross-validation of the simplest standard BKT model on Alge-
bra I dataset with skill model 1 takes under 2.5 minutes, for the most complex
model 4 in the list above on the larger Bridge to Algebra dataset and skill model
2 the running time is under 70 minutes.

4 Results

Table 2] is a summary of cross-validation results for the standard BKT and the
three individualized BK'T models. For each dataset - skill model pair, in addition
to RMSE and Accuracy, the contrasts to other BKT model variants are given
in terms of fewer/more correct predictions. The correctness is computed using
model’s prediction (rounded toward 0 or 1 using 0.5 as threshold) and the actual
correctness of student step in the data.

Across both datasets and both skill models, student-specific a priori proba-
bility of mastery (p(Lo)) in model 2 has no effect on model performance. On the
other hand, introduction of student specific speed of learning (p(7')) in model
3 results in a consistent and more pronounced advantage over models 1 and 2.
Moreover, the improvement in model accuracy resulting from adding individu-
alized p(Lg) on top of individualized p(T") (going from model 3 to model 4) is
even smaller than when adding individualized p(Lg) to the standard BKT model
(going from model 1 to model 2), despite the fact that model 3 has half as many
student specific parameters as model 4. Given that, model 3 with individualized
p(T') can be considered superior to the standard BKT and other individualized
models.

Bear in mind that results in Table [ are for student-stratified validation.
Namely, individualized BKT models are making predictions on data from unseen
students unable to use their learnt student-specific parameters. Considering a
potential operationalization of our findings, this shows a valuable property of
model 3 (and model 4): producing cleaner skill-specific parameters (read, devoid
of student-specific noise/variability). In an incremental ITS design cycle it would
mean that, even if the core system only has a standard BKT implemented, it is
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Table 2. Model cross-validation statistics for datasets Algebra I (A) and Bridge to
Algebra (B) and skill models 1 and 2. Subscripts next to RMSE and Accuracy denote
respective rank. The correct predictions difference tables show how many more correct
predictions a model in the row makes over the model in the column header (a negative
number means a model makes fewer correct predictions).

(a) Dataset A, skill model 1

Correct Correct predictions difference
model RMSE Accuracy rows model 1 model 2 model 3 model 4
1 0.36273* 0.827550° 3,657,527 0 348  -6232  -5972
2 0.36265% 0.827471* 3,657,179 -348 0 -6580 -6320
3 0.36116" 0.828960" 3,663,759 6232 6580 0 260
4 0.36119% 0.828901% 3,663,499 5972 6320 -260 0

(b) Dataset A, skill model 2

Correct Correct predictions difference
model RMSE Accuracy rows model 1 model 2 model 3 model 4
1 0.34187% 0.84914% 5,470,279 0 783 -6390 -6594
2 0.34180% 0.84902* 5,469,496 -783 0 -7173  -7377
3 0.34065% 0.85013% 5,476,669 6390 7173 0 -204
4 0.34060' 0.85016" 5,476,873 6594 7377 204 0

(c¢) Dataset B, skill model 1

Correct Correct predictions difference
model RMSE Accuracy rows model 1 model 2 model 3 model 4
1 0.36294* 0.82261* 9,245,493 0 -6638 -78249 -76805
2 0.36255% 0.82320% 9,252,131 6638 0 -71611 -70167
3 0.35851" 0.82957' 9,323,742 78249 71611 0 1444
4 0.35854% 0.82945% 9,322,298 76805 70167 -1444 0

(d) Dataset B, skill model 2

Correct Correct predictions difference
model RMSE Accuracy  rows model 1 model 2 model 3 model 4
1 0.35895% 0.82757* 10,220,891 0 -7122 -78339 -77993
2 0.35857% 0.82815° 10,228,013 7122 0 -71217 -70871
3 0.35484% 0.83392% 10,299,230 78339 71217 0 346
4 0.35482' 0.83389' 10,298,884 77993 70871 -346 0

possible to improve overall student model accuracy by incrementally updating
the skill-specific weights once a new group of students finishes a course or a
course unit.
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5 Conclusions

In this paper we presented an approach to building individualized Bayesian
Knowledge Tracing models that are capable of accounting for student differ-
ences with respect to initial mastery probabilities and skill learning probabili-
ties. Our approach does not require the underlying Hidden Markov Model to be
changed. It is based on gradients of prior (IT), transition (A), and observation
(B) parameter matrices and can be used together with a wide range of existing
gradient descent algorithms. Our own implementation includes a conjugate gra-
dient method with a variety of kernel formulas for computing the direction of
parameter updates.

As we were able to show, our implementation of individualized BKT models is
capable of tangibly improving the accuracy of predicting the success of student
work in an intelligent tutoring system. An interesting finding was that adding
student-specific probability of learning (pLearn) is more beneficial for the model
accuracy than adding student-specific probability of initial mastery (pInit). In
an alternative realm of models of learning practice that are based on logistic
regression (for example, Item Response Theory), the analog of initial probability
of mastery is student proficiency, which is thought to be critical for the model
performance. Could it be in those models that individualizing learning rate is
better than individualizing proficiency.

It is out intent to continue developing the instrumental framework for fitting
standard and individualized BKT models as well as to persist with its empirical
evaluation on real-world and synthetic datasets. As part of this work we intend
to include item-stratified and unstratified cross-validation to the currently imple-
mented student-stratified and to extend individualization features to currently
not covered observation matrix parameters — pSlip and pGuess.
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Abstract. Both Knowledge Tracing and Performance Factors Analysis, are ex-
amples of student modeling frameworks commonly used in AIED systems (i.e.,
Intelligent Tutoring Systems). Both of them use student correctness as a binary
input, but student performance on a question might better be represented with a
continuous value representing a type of partial credit. Intuitively, a student who
has to make more attempts, or has to ask for more hints, deserves a score closer
to zero, while students who asks for no hints and just needs to make a second
attempt on a question should get a score close to one. In this work, we present
a simple change to the Knowledge Tracing model and a simple (non-optimized)
method for assigning partial credit. We report our real data experiment result in
which we compared the original Knowledge Tracing (OKT) model with this
new Knowledge Tracing model that uses partial credit as input (KTPC). The
new model outperforms the traditional model reliably. The practical implication
of this work is that this new technique can be widely used easily, as it is a small
change from the traditional way of fitting KT models.

Keywords: Knowledge Tracing, Intelligent Tutoring Systems, Student Res-
ponses, Partial Credit.

1 Introduction

In many important student models, such as the Knowledge Tracing model and the
Performance Factor Analysis (Pavlik, Cen and Koedinger 2009), student performance
is presented as a binary value of correct or incorrect. The amount of assistance a
student needed to eventually get a problem correct is ignored in these models. Feng
and Heffernan (2010) showed that we can predict student performance better by ac-
counting for amount of assistance they received, but they did not provide the
field with a model that could be used in “run time” to predict individual responses.
Arroyo, et al.(2010) showed how to use this information to predict learning gains.
Their work suggests that using hints and attempts to model student behavior online
could be effective.

There is good work in the psychometric literature on using partial credit, which
goes back 30 years. Psychometricians have shown that different multiple choice an-
swers might worth different credits [6, 10]. For instance, choice A might be totally
wrong but choice B is close, choice C is the correct answer.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 181-188] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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More recently, a new type of partial credit is coming online. For instance, Attila
and Powers (2010) at the Educational Testing Service showed they could better pre-
dict student GRE scores if they let students make multiple attempts. Their score on a
question would go down by a third for each attempt (students could only make three
attempts). Our work generalizes their work in two ways. First, we show how to incor-
porate the partial credit score into a model with learning (i.e., Knowledge Tracing) as
their model did not model learning. Second, we show how to incorporate penalties for
each hint student request.

In our previous work (Wang and Heffernan, 2010), we presented a naive algorithm
to assign partial credit, and showed it accounts for some variance in student know-
ledge. But in that work, we did not present a model that could do this task. In this
paper we want to see if we can improve one of the dominant methods of student mod-
eling (i.e., the Knowledge Tracing model) by relaxing the assumption of binary cor-
rectness: replacing the discrete performance node with continuous partial credit node.

In the next section, we describe our modification to the original Knowledge Trac-
ing (OKT) model, and the method we use to make the correctness continuous. Section
3 describes the tutoring system and dataset used in our experiments and the experi-
ment result. In Sections 5 and 6 we discuss our conclusions and future directions for
our work.

2 Approach

2.1 Knowledge Tracing with Continuous Performance Node

The Knowledge Tracing model shown in Fig.1 has been widely used in ITS to model
student knowledge and learning over time. It has become the dominant method of
student modeling and many variants have been developed to improve its performance
(Baker et al., 2010, Pardos and Heffernan 2010). Knowledge Tracing uses one latent
and one observable dynamic Bayesian network to model student learning. As shown
in Fig.1, four parameters are used for each skill, with two for student knowledge (ini-
tial knowledge and probability of learning the skill) and the other two for student
performance (the probability of guessing correctly when the student doesn’t know the
skill and the probability of slipping when the student does know the skill).

The structure of the Knowledge Tracing model with a continuous performance
node is the same as the original Knowledge Tracing model. The only difference is
how we set up the “Student Performance” node. The idea is straight forward, yet there
has never been positive result reported in this field. Some other Intelligent Tutoring
System groups, such as LISTEN (http://www.cs.cmu.edu/~listen/) tried this approach
before but failed for unknown reasons.

In this model, instead of assign the “Guess™ and “Slip” parameters in a CPT table as
the original Knowledge Tracing model, we assigned two Gaussian distributions for
“Guess” and “Slip” with given standard deviations. Four parameters: guess_mu,
guess_sigma, slip_mu, slip_sigma, are used to describe the two Gaussian distributions.

Similarly, when we predict student performance, we also get a Gaussian distribu-
tion with a mean value and a standard deviation value, in which the mean value will
be the prediction and the standard deviation contains the information of how good the
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prediction is. In this work, we are not using the standard deviation of the prediction,
but it has potential to be useful in the future to determine how confident we are in our
prediction.

Initial

knowledge i sStudent :learming {"Syygen: i I Student
—>: Knowledge —> | Knowledge i~""""""" > i Knowledge
(Ko) Kok K
lGuess/SIip 1 l
Student Student Student
Performance Performance Performance
(Co) () (C)

Fig. 1. Knowledge Tracing model
(Figure comes from Gong, Beck et al. 2010)

In our experiment, we used the Bayes Net Toolbox for Matlab developed by Mur-
phy (2001) to implement Knowledge Tracing and the Expectation Maximization
(EM) algorithm. The EM algorithm finds a set of parameters that maximizes the like-
lihood of the data. Since EM can be sensitive to initial conditions (Pardos and Heffer-
nan 2010b), we report the initial settings. We used initial knowledge = 0.5, learning =
0.1, guess_mu = 0.1, guess_sigma = 0.02, slip_mu = 0.1, slip_sigma = 0.02 for the
KTPC model, and knowledge = 0.5, learning = 0.1, guess = 0.1, slip = 0.1 for the
OKT model.

2.2  Make the Correctness Continuous: Partial Credit

Partial credit can be assigned in different ways. In our experiment, we are using the
algorithm that was mentioned in our previous poster [11] to make the correctness to
be continuous. Since we never introduce the algorithm completely, it is described in
this section in detail.

In a model with binary performance, a student would get a ‘1’ if he/she answered
the problem correctly on the attempt without asking for a hint and ‘0’ otherwise. For
the purpose of this paper we “made up” a scoring method that would give students a
score between ‘0’ and ‘1’ according to how many attempts and how many hints they
required to answer a question correctly based on intuition. We are well aware that this
method could be optimized in lots of ways, for example, should each hint cost the
same, or should the first hint cost less? As shown in our result, this simple method is
effective and we leave to others different ways to optimize it.

Intuitively, the more hints that are asked for, the less likely it is that the student un-
derstands the skill, so we penalize a student for each hint asked for by what we call
the hint penalty, which is 1 divided by the total number of hints available. For exam-
ple, if there are 4 hints possible and a student asks for three of them and then gets the
problem correct he/she would get a .25 score. In a similar manner, more attempts
indicate a lower possibility of understanding the required skill, and we penalize each
attempt. The size of the penalty depends upon whether the question type is “multiple
choice” or “Fill in the Blank”. In our data set, we have about 80% questions that are
“Fill in the Blank™ questions, for which we picked a penalty 0.1 for each wrong
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attempt. For multiple choice questions with x choices, the penalty was computed by
one over the number of remaining multiple choice options minus one. So a true false
question will have a penalty of one if a student guessed wrong. If there were 4 choic-
es, a student’s first wrong attempt would get a penalty of 1/3, a second wrong attempt
would get a penalty of 2, and a third wrong attempt would get a penalty of 1.

After computing hint penalty (phint) for each hint and attempt penalty (pattempt)
for each attempt, we add them together to compute the total hint penalty (fotal_phint)
and the total attempt penalty (total_pattempt) for this problem. If the number is less
than zero we make it zero. The last column of Table 2 shows two examples of for-
mula doing this calculation.

Table 1 shows the details of computing partial credit for scaffolding questions. Our
dataset has a special type of feedback called scaffolding. Since it’s only a small
amount of our data this detail might not be that important. But for completeness, we
wanted to describe this. (Please note that all of our code and data are available at
http://users.wpi.edu/~yutaowang/ so that others can attempt to improve upon our
work). For those problems with scaffolding questions, if a student gets the original
question wrong, the system will give the student a series of questions we call “scaf-
folding” that walk the student through the steps. Each of these scaffolding questions
has hints and so can be scored with this partial credit function just like normal ques-
tions. The only question left is how to score the “original question”. If a student gets a
question wrong and is given three scaffolding questions, the total credit of the whole
problem is computed by averaging the partial credit scores of the three scaffolding
questions and penalized by 10% for answering the original question incorrectly. If a
student got the original question wrong but then got all the scaffolding questions
correct, he/she should get a score close to 1, which in our method would be 0.9.
Again these parameters such as 0.9 are not optimized and could be learned from data
in future work.

Table 1. The algorithm of computing partial credit

function pc = partial_credit(problem){

if first attempt correct then
return pc = 1
else if problem has no scaffold then
pc = 1 - #hint * phint — total_pattempt
if pc<0 then return pc =0
return pc
else
for each scaffold question i in the problem do
pc_scaffold(i) = partial_credit(scaffold(i))
end for
pc = 0.9 * average(pc_scaffold(i))
return pc
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The algorithm is used only for testing the effect of relaxing the assumption of bi-
nary correctness in a Knowledge Tracing model.

3 Evaluation

3.1  The Tutoring System and Dataset

Our dataset consisted of student responses from ASSISTments, a web based tutoring
system for 7th-12th grade students that provides preparation for the state standardized
test by using released math items from previous years’ tests as questions. The tutorial
helps the student learn the required knowledge by breaking the problem into sub ques-
tions called scaffolding or giving the student hints on how to solve the question. Fig.2.
shows an example of a hint. A second type of assistance is presented if the student
clicks on (or types in) an incorrect answer, at which point the student is given feed-
back that he/she answered incorrectly (sometimes, but by no means always, the stu-
dent will get a context-sensitive message called “buggy message”). Examples can be
seen at “tinyurl.com/buaesc2”.

Triangles ABC and DEF shown below are congruent,

B E

v i i 8 inches j i
A C D F
2

What is the perimeter of triangle ABC?

Comment on this question

Perimeter is defined as the sum of all sides of a figure.

Comment an thiz hint

[Select oner
O2x+8
@'1/;7 8x
Olx+x+8

1% x(2%)
A buggy message

Mo, You might be thinking that the area is 1/2 base times height, but you are looking for the
perimeter,

Fig. 2. Assistance in ASSISTment

The data we analyzed was drawn from ASSISTments. It comes from 72 twelve-
through fourteen-year old 8th grade students in a school district of the Northeast United
States. There were 106 skills (e.g., area of polygon, Venn diagram, division, etc.) that
students were working on. The data consisted of 52,529 log records during the period Jan
2009-Feb 2009 where each log record is similar to one row in Table 2, which shows the
details of one problem done by one student. We use the same data format as the KDD
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Cup 2010: Educational Data Mining Challenge (https://pslcdatashop.web.cmu.edu/
KDDCup/FAQ/#data-format). Table 2 shows an example of the type of data we used.
There are in total 12 columns, the first 9 columns in the table are straight from the KDD
Cup data format (https://pslcdatashop.web. cmu.edu/KDDCup/rules_data_format.jsp),
and we added three extra columns, which are used for partial credit. In particular, column
10 “Number of Choices (if Multiple Choice)” was added to describe if the problem is
multiple choice problem or not, and how many choices there are. Total number of hints
available for the problem is put in column 11, to help compute the partial penalty per
hint. The last hint always gives away the answer, so if a student asked for all of the hints,
their score should be zero. This column allows us to give a bigger penalty for hints if the
number of total available hints is small. Column 12 is for showing how we compute the
partial credit score, a continuous value between 0 and 1 that the student would get given
the data log. Note that the original KT model will only use the 7th column, “Error Rate”,
as model input; while the KT with partial credit model will only use the 12th column,
“Partial Credit”. The 7th column is generated as 1 if the student answered the problem
correctly, otherwise 0.

Table 2. An example of a few rows of data, showing how we calculate partial credit

7.Error
1.Row | 2.Student | 3.Problem 4.Step S.Incorrects | 6.Hints | Rate
WATERING | (WATERED-
! S01 _VEGGIES AREA Q1) 0 0 0
WATERING (TOTAL-

2 S01 _VEGGIES | GARDEN Q1) 2 ! !
8.Knowledge | 9.Opportunity | 10.Number of Choices | 11.Total Hints | 12.Partial
component Count (If Multiple Choice) Available Credit

Circle-Area 1 4 Choice Multlple 2 1
Choice
Rectangle- e 1-2*%0.1-
Area 1 Fill in the Blank 3 1%1/3=0.46

3.2  Results

To evaluate how well the new model fits the data, we used the Root Mean Squared
Error (RMSE) to examine the predictive performance on an unseen test set. Lower
values for RMSE indicate better model fitting. There were randomly 2,313 student
data in the test set and 3,297 students in the training set.

Table 3 shows the result of the comparison of the two different models, the original
Knowledge Tracing(OKT) model and the Knowledge Tracing with partial cre-
dit(KTPC) model.

We compared the RMSE in predicting the partial credit performance and in pre-
dicting the traditional binary performance respectively. The Knowledge Tracing
with partial credit model has lower RMSE value in both situations. The lower left
column shows that KTPC does a great job in predicting partial credit scores, which is
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expected. The top left cell shows that OKT can do some reasonable job of predicting
partial credit scores. The more interesting result is the right column, which shows that
OKT has higher RMSE than the KTPC in predicting binary performances.

Table 3. Original KT (OKT) vs KT with partial credit (KTPC)

Model RMSE
Partial Credit Binary Performance
OKT 0.4128 0.4637
KTPC 0.2824 0.4572

We determined whether the difference between these two models is statistically relia-
ble by computing the RMSE value for each student to account for the non-independence
of student actions, and then compared these two models using a two tailed paired t-test.

The t-test p value of the RMSE between using the original Knowledge Tracing
model and the Knowledge Tracing with partial credit model to predict the partial cre-
dit is 0. The p value between using the original Knowledge Tracing model and the
Knowledge Tracing with partial credit model to predict the binary performance is
p<.001. The degree of freedom of the t-test is 2,312 (since we are doing a student
level t-test, the degree of freedom is the same as the number of students in the test
set). Thus, the Knowledge Tracing with partial credit model is statistically reliably
better at predicting student performance than the original Knowledge Tracing model.

4 Conclusions and Future Work

In this paper, we extended Bayesian Network student modeling to include continuous
performance node. The effectiveness is demonstrated by incorporating a partial credit
algorithm that assigns continuous performance given detailed student responses. Ex-
periment results show that relaxing the assumption of binary correctness in student
modeling can help improve predictions of student performance. This also proves that
our intuition based heuristic for partial credit might be broadly applicable.

One topic we are interested in exploring is other partial credit schemes, for example, a
method to refine the algorithm to generate partial credits that can better fit student data
and more accurately infer student knowledge. Also, since we observed some abnormal
parameters in the performance parameters (guess/slip), we are interested in finding out
why the parameters are so different compare to normal Knowledge Tracing model.

5 Contributions

Moving from binary performance to continuous performance could make Intelligent
Tutoring Systems more flexible. In this paper, on one hand, we extended the Know-
ledge Tracing framework to include a continuous performance node. This allows the
Knowledge Tracing model to combine with all possible continuous performances
such as essay score, speech recognition score. On the other hand, we presented an
understandable and easy to refine algorithm to assign partial credit according to
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detailed student responses. This algorithm is one of many possible ways to convert
student detailed responses into a continuous value.

The model presented in this paper enhanced student model accuracy by improving
upon the classic Knowledge Tracing model. The result shows that the new model
makes statistical reliably improvement in predicting both students’ partial credit per-
formances and binary performances. Also, freely available code is shared online,
which could be useful for researchers that are trying to do the same task.
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Abstract. Semantic network theories of knowledge organization support the
idea that recall of organized information depends on how well a learner encodes
the connections between the items in the semantic network. However, there is
need for more research into what this implies for configuring instruction so that
strong semantic network learning is supported with the goal of creating an inte-
grated mental model in the student’s mind. We investigate this question in the
context of map learning, where country names are encoded relative to geo-
graphic border, internal features, or external features. The main hypothesis was
that external features as cues would encourage transfer, since students would
practice a network of relationships. The results primarily supported a theory of
“cue reinstatement”, where transfer occurred when cues present at learning
were present at testing. These effects were analyzed with a mixed effects
logistic regression learner model of trial-by-trial learning.

Keywords: Learner modeling, transfer, contextual effects, student strategies.

1 Introduction

1.1  Semantic Network Models

In the original theory of a cognitive network model set by Collins and Quillian [1],
the basic components were nodes, which held concepts or words, and links, which
connected the nodes and encoded relationships between them. Their original model
was structured hierarchically with the number of links between nodes being negative-
ly correlated with their degree of relatedness. In other words, the farther you had to
travel from one node to another, the less similar those two concepts were said to be.

However, not all of the experimental evidence supported the Collins and Quillian
model. Later experiments showed that rather than following a strictly hierarchical
pattern, property and category verification times varied with the prototypicality of the
probe item; the model lacked an ability to represent typicality [2]. These results
spurred Collins and Loftus [3] to create a modified network model in which the strict
hierarchical sense was stripped and the length of the link now represented the strength
of the relationship between two nodes.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 189-198] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Another set of research that highlights the importance of how we bundle the
information we obtain is that of schemas and scripts [4-5]. Schema and script theories
are based on the notion that knowledge is packaged in integrated conceptual
structures. Scripts are typical action sequences (e.g., the characteristic routine for
going to a restaurant) whereas schemas are specific organized knowledge structures
(e.g., your knowledge of cognitive psychology). It is likely that both are encoded
similarly but with the former referencing actions and the latter referencing features.

1.2  Categorical Organization

A related area of research involves organization by categories. There are many exam-
ples of studies showing the effect of categorization on learning. For example, in a
Tulving and Pearlstone [6] study, subjects were taught words that were designated as
belonging to different conceptual categories. The results showed that if you don’t
have cues during a time of recall, previously learnt organization (categorization)
can be used as an implicit cue. This can also be explained by category knowledge
spreading to enhance item recall and provides evidence that activating related
information boosts recall and enhances learning.

Categorization and the organization of knowledge are important aspects of learn-
ing; for many cognitive psychologists, change of such structures is generally
considered to be synonymous with learning [7]. The perspective of cognitive con-
structivism is widely regarded as a strong theory of knowledge acquisition which
places upmost importance on the individual's active role in the learning process [7-8].
Much qualitative research exists on knowledge acquisition and how schemas are
transformed and built as new information is acquired [9-10], but less quantitative
research exists on how the constructivist approach is best implemented in learning
environments [7]. It is one thing to say that knowledge is built upon previous know-
ledge, and new knowledge can either change a previous schema or create a new one,
but it is quite another to explain what the best step by step actions are that lead to this.
The current work does not intend to come up with an all-inclusive answer to this
lissue, but rather attempts to find some (of many) optimal conditions under which
constructivist learning can occur.

1.3  Testing for Transferable Learning

A key aspect in the evaluation of learning gains is transfer of knowledge from one
situation to another. Educators want students to be able to apply what they learn to
situations that differ in context from what they were originally exposed to. Much
research has been done on different learning environments that promote transfer. For
example, studying problems: from multiple viewpoints [11], in a problem solving
context [12], or with an emphasis on metacognition [13]. However, there seems to be
less literature available on the effects of learning different network structures, or dif-
ferent levels of contextual information, on transfer, which is what the present study
sought to investigate.
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1.4  The Current Study

Based on this research, we know that information is organized, likely into semantic
networks and categories. However, semantic network theories and categorization
theories tell a different story about how learning might proceed in specific domains.
One such domain is map learning, which the current study was centered around. With
map learning, semantic network theory might suggest we need to build the relation-
ships between the items in the network (countries in the map), while categorization
theories may suggest that we need to build up examples within the category
(cities/features in the country). The current experiment sought to expand research
along these lines in an exploratory fashion by asking how learning the different com-
ponents of the map stimuli would affect transfer to other stimuli with or without the
same components that were presented during learning. This research sought to build
upon constructivist ideas by providing insight into optimal sequencing of complex
organized factual materials. The different stimuli components, which the learners may
have used to learn the country names, were geographic border (shape), internal fea-
tures (interior city cues), or external features (surrounding country cues). The main
hypothesis favored a semantic network hypothesis, because the map domain seemed
particularly well suited for network representation. We hypothesized that external
features would encourage transfer, since the participants would practice a network of
relationships with strong spreading activation.

2 Methods

2.1  Participants

Participants consisted of 75 (23 male; 52 female) University of Memphis undergra-
duate students who were enrolled in an Introductory Psychology course in the fall
semester of 2012. Students participated in the experiment for course credit. Ages
ranged from 18 to 58 years of age.

2.2  Materials

A computerized flashcard tutor on world countries, built using the FaCT (Fact and
Concept Training) System [14], was created in order to test the effect of using
different cues from within a network on learning. The countries stimuli originated
from the United States Central Intelligence Agency [15] and included an image of the
target country, with its interior cities, capitals, and deserts labeled (herein referred to
as interior city cues). Immediate surrounding countries, without their interior cities,
were also labeled (herein referred to as surrounding country cues). The countries
stimuli were chosen due to their applied educational nature as well as their clearly
defined levels of contextual information within the network (interior cities and exte-
rior, surrounding countries). The countries stimuli were also ideal due to the large
amount of both interior and exterior contextual information available for cueing
during learning and recall. The continent of Africa was selected as a result of having
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an adequate amount of countries with which to test participants. We separated the
continent into Northern and Southern countries so that we could split the continent
into two groups for counterbalancing the pretest and learning phases.

2.3  Procedure

The experiment consisted of three phases: a pretest, a tutoring or learning phase, and a
posttest, all completed within a single one-hour session. The pretest lasted approx-
imately five minutes, the tutoring phase 30 minutes, and the posttest approximately 15
minutes. All three were completed through a computer interface. The tutoring phase
was a between-subjects 2 (presence of interior city cues) x 2 (presence of surrounding
country cues) design. Therefore, the four conditions were interior city cues only,
surrounding country cues only, all cues, and shape cues only. The shape cues only
condition was with neither interior city cues nor surrounding country cues (i.e., with
only the geographic borders, or shape, present).

The pretest consisted of eight of the 16 countries from either North or South Africa
(counterbalanced) which were presented to the participants in random order in each of
the four conditions for a total of 32 items. The directions instructed participants to
enter in the name of the country in an answer box to the right of the country image on
the computer screen. No corrective feedback was given during this phase.

The next phase, the tutoring phase, used the 16 African countries from whichever
region was not used in the pretest in order to avoid carryover effects from the pretest.
Participants were randomly assigned to one of the four conditions for this portion.
The tutor gave corrective feedback during this phase. For incorrect responses, a pe-
riod of review followed, providing the participants with the correct answer and allow-
ing them to study the image with its correct country name. Each student decided when
their review period would end, after which the next image would appear on the
screen. This phase lasted for either 30 minutes or until the participant received 90
points (with one point given for each correct response). This was done as an incentive
for students to try their best in the tutoring phase in order to possibly finish early.

The final phase was the posttest which was the same format as the pretest, but using
the same region of Africa as was learnt during the tutoring phase as a measure of recall.
Every participant was tested once on each of the four conditions of each of the 16 coun-
tries for a total of 64 test items. No corrective feedback was given. The dependent varia-
ble for all three phases was the number of correct responses. A short questionnaire was
given after the posttest. The questionnaire consisted of an open-ended and a closed-ended
question regarding strategy use as well as questions about demographics.

3 Results and Discussion

3.1 Repeated Measures ANOVA

The results of a repeated measures analysis of variance on the posttest with a 2 (pres-
ence of surrounding country cues during learning) x 2 (presence of interior city cues
during learning) x 2 (North or South African region during learning and testing) x 2
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(presence of surrounding country cues during testing) x 2 (presence of interior city
cues during testing) design, using the pretest scores as a covariate, revealed a total of
seven significant effects. Seventy-one participants produced usable data. Three partic-
ipants’ data were thrown out due to being two standard deviations below the mean
score during the tutoring phase, and one for technical reasons. See Table 1 for means
and standard deviations for the four conditions in each of the three experimental
phases. There were two significant main effects: the presence of surrounding country
cues during the tutoring session, F (1, 63) = 50.26, p = 1.40e”, and the presence of
interior city cues during the tutoring session, F (1, 63) = 44.42, p = 7.64¢”. In both
cases, with surrounding country cues and interior city cues, participants performed
better when the cues were present.

Four two-way interactions were detected. The presence of surrounding country
cues during the tutoring phase interacted with the presence of surrounding country
cues during the testing (posttest) phase, F (1, 63) = 50.26, p = 1.40e”. Those receiving
surrounding country cues during tutoring performed better when they also received
the surrounding country cues during testing. The presence of interior city cues during
tutoring interacted with the presence of interior city cues during testing, F (1, 63) =
58.73, p = 1.38¢™'". This means that those who received interior city cues during tutor-
ing had higher performance in the testing phase when they were given interior city
cues again. It appears that in these two situations, participants relied on the types of
cues they had seen during learning.

The presence of surrounding country cues during the tutoring phase interacted with
the presence of interior city cues during the testing phase, F (1, 63) = 6.72, p = .012.
Those receiving surrounding country cues during tutoring performed better on the
posttest when not receiving interior city cues rather than when receiving interior city
cues, but this effect is likely driven by the 3-way interaction, which is similar but
more specific (see below). Also, the presence of interior city cues during the tutoring
phase interacted with the presence of surrounding country cues in the testing phase, F
(1, 63) = 5.22, p = .026. Those who received interior city cues in the tutoring phase
performed worse than those who did not receive such cues during tutoring when pre-
sented with country cues during testing. This is most likely because in the all cues
condition (which had interior city cues in tutoring) the students had to divide the
learning benefit from additional cues among both cue sources in the stimuli. In other
words, if training was with surrounding country cues only, more benefit was gained to
the surrounding country cue testing condition than if learning attention was split
across both types of cues.

There was also one significant three-way interaction between the presence of inte-
rior city cues during tutoring, surrounding country cues during tutoring, and interior
city cues during testing, F' (1, 63) = 5.81, p = .019. When testing on the no interior
city cues items, those who had the interior city cues during learning performed very
poorly, but when combined with surrounding country cue learning (the all cues condi-
tion), this deficit was greatly reduced. This supports the idea that interior city cues (or
internal, featural cues in general) might not be best to learn first; apparently, if they
are learned first, people come to rely on them, taking away from learning of the
broader structure of the material.
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Table 1. Means and Standard Deviations for Each Phase

Condition Pretest Phase Tutoring Phase Posttest Phase
Mean (SD) Mean (SD) Mean (SD)
Interior cues only .0347 (.055) 5569 (.158) 5044 (.139)
Surrounding cues only .0694 (.125) 5647 (.204) 5197 (.185)
All cues .0368 (.056) 6471 (.138) 5864 (.112)
Shape cues only .0399 (.060) 5064 (.181) 5012 (.187)

3.2 Learning Modeling Analysis

A logistic mixed effects model was created to analyze the transfer effects. This model
was based on an Additive Factors Model (AFM) [16] where we predict subsequent
trials in the sequence for each participant as a function of the count of prior practices.
After testing various models, it became clear that we were getting the best perfor-
mance out of a rather standard compensatory Q-matrix model of transfer following
the Q-matrix in Table 2. In addition to this we found an improved AIC and BIC when
we used a Performance Factors Analysis (PFA) model version which credits
successes and failures with different learning effects [17]. We have broken up the task
of naming countries into three basic knowledge component features: geographic bor-
ders, internal features, and external features. The Q-matrix in Table 2 indicates which
knowledge component features are assigned to which conditions. A knowledge com-
ponent is defined as any domain-specific information or concept that is necessary to
complete a task [18], in this case naming the target country. The Q-matrix indicates
that, for example, practice of any stimuli will cause learning of the geographic border
component, while only surrounding country cues or all cues items provide practice
with the external features component. Similarly, this matrix shows that if we test with
a surrounding country cues item we apply prior practice from any items that caused
either geographic border or external features learning.

Table 2. Matrix assigning knowledge component features to conditions

Knowledge Component Features

Geographic Internal External

Borders Features Features
Item All Cues 1 1 1
Condi- Shape only cues 1 0 0
tions Surrounding country cues 1 0 1
Interior city cues 1 1 0

Due to the different procedure and mixed stimuli (inclusion of all of the condi-
tions) in the posttest, we also included an adjustment parameter in our model for our
prediction of post-test trials. We expected the change in the posttest to mixed stimuli
would make the overall posttest results a bit lower due to interference between items
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within the varied context of the posttest. Furthermore, our sum of prior practice did
not include these posttest trials since they were not repeated and did not include feed-
back, nor did the sum of prior practice include pretest items since those items were for
the other region of Africa. Finally, the model included correlated subject random
effect intercepts and subject random effect learning slopes. Equation 1 summarizes
the linear function for the logistic prediction.

answer = Ypogest + Bs + Bp+ [+ [g+ Es+ Eg+ U+ V (Equation 1)
where:

Y posteest — adjustment for posttest section

Bg — borders learning, after a correct response (success)

Br — borders learning, after an incorrect response (failure)

I5 — internal feature learning, after a correct response (success)
Ir— internal feature learning, after an incorrect response (failure)
Es — external features learning, after a correct response (success)
Er— external features learning, after an incorrect response (failure)
U - random effect learning slope for each student

V —random effect intercept for each student

Seventy-one participants produced usable data. Four participants’ data were thrown out
for the same reasons as stated previously. Table 3 summarizes the parameter values from
the final model. The final model had an R* equal to .29, with 15049 total observations.
AIC was 15936 and BIC was 16020. While in the simple model (not shown) where we
counted only number of opportunities and not success and failures, there was strong
learning of all three knowledge components but significantly less learning (about 1/3
less) for interior cues, the PFA model in Table 3 shows a categorically different result.

Table 3. Summary of Fixed and Random Effects

Parameter Parameter p-value’
estimate

Brosuest -42 Lle® s

Bs 018 <2e't otk

By .0087 7.6 ook

Es 012 2.9¢% ook

Er .0066 .0098 ok

I 031 <2e't otk

Ir -.0025 0.35

U; 1.7

V; 6.2¢’"

¥ Significance codes: . -p<.1, *-p<.05, *¥*-p<.01, ***.p<.001
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First, note that because the PFA model is stabilized by fitting random effects for
both subject prior knowledge (intercept random effect) and for subject learning rate
difference (slope random effect) the model might be expected to capture the actual
learning difference between practice types, rather than tracking individual differences.
Some main effects in Table 3 are quite clear. First we see that failure results in
dramatically less learning overall (however this may be due to the procedure which
allowed as little review study time for each drill as students chose). Second we see
that geographic border learning is stronger (¢ = 1.91, p =.057) for successes compared
to external features learning. While the effect is marginal, this implies that the country
shape is more salient and perhaps more easily learned. This is similar to what we
found in the simple model (not shown) mentioned above.

More interesting is the dramatic contrast revealed for success and failure with internal
features. This result means that following a success when cities are present, there is
strong learning of the cities knowledge. In contrast, when there is a failure of a trial with
cities present, nothing is learned about the cities. This result seems to reveal that students
do not find the internal cues to be that useful (perhaps because they are unfamiliar) and
so do not study them during the review after an unsuccessful trial. However, they do
show learning of these cues when answering correctly during the initial recall process. It
appears that during this successful recall, participants were implicitly learning the city
information and apparently strengthening its association with each stimulus.

This interesting finding has implications for sequencing learning of complex in-
formation. Specifically, it implies an order advantage for learning that begins by
presenting organizational information (borders and external cues), since these cues are
learned much more easily upon failure than the internal cues. In contrast, featural
(internal cue) information seems to be better to present late in learning, since it
appears to be picked up very easily once a person is responding correctly.

Due to the fact that standard cross-validation requires a held-out test fold, it con-
flicts with mixed-effect models which simultaneously estimate the random effects for
the entire data set. Since cross validation works by showing that the pattern in the bulk
of the data is similar to the pattern in the held out folds, we decided to validate our
mixed-effect model using a similar but slightly weaker fold based process where we
split the data into five folds to create five separate models. We did this 20 times with
different fold randomizations to get a set of 100 estimates that allow us to bootstrap
small sample confidence intervals for the parameters in small samples. Since other
important effects in the model were confirmed by inferential statistics, we focused this
comparison on validating the interesting difference for success and failure when
learning with internal cues (having a difference of about .032). Validity of this impor-
tant difference in small samples was confirmed, with interior success learning having a
small-sample average coefficient of .0273 per trial (SE =.00149) and interior failure
learning having a small-sample average coefficient of .00459 (SE =.00177).

4 Conclusions

In summary, our hypothesis that external features (i.e., surrounding country cues)
would encourage transfer appears to be partially supported by aspects of both the
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repeated measures ANOVA and PFA model results. Both sets of results imply that
presenting the shape and surrounding country cues early on, while students are still
having more failures than successes might aid transfer since the external cues were
found to be more helpful after incorrect responses than internal cues. After students
had learned the overall structure of the material, their best strategy was to turn their
focus to the specific features. This shift may be suggestive of implicit learning since
the students cannot help but notice the internal features while using the other cues;
they may then incorporate the internal features into learning in a more automatic
fashion.

The results of the current experiment indicated that when students are first starting
to study, and thus have a higher number of incorrect responses, the two conditions
with less features showed a better effect on learning. In our model, once the students
started to respond successfully (correctly) we began to see a benefit for those items
high in internal features (specifically the interior city cue condition). These results
may transfer into the use of advance organizers [20], which are used to start students
off with more of the structural, organizational features of a topic prior to giving the
specifics of that topic. These results support the notion that “the best test of advance
organizers occurs when material is unfamiliar, technical or otherwise difficult for the
learner to relate to his or her existing knowledge” (p.372) [20].

These conclusions may help to enhance constructivist theories by giving a more
detailed quantitative account of how new knowledge should be added to existing
knowledge. If replication can provide further support for the theories proposed by the
current work, notions in the sequencing of learning materials may be enhanced by
focusing on more abstract or structural features early in learning. It should be noted
that we do not intend this sort of analysis to occur every time a researcher builds a
learning system; rather, we are searching for a domain general model of complex
display learning to be used in educational systems. The most logical next step for this
line of research would be to test two ordering sequences, one being the recommended
problem order (external cues prior to internal cues) and the other being a less pre-
ferred problem order, to test whether the preferred problem sequence yields signifi-
cantly more transfer than the other sequencing. Another route for future work may
include testing the current model of learning in a manner that is less applied, or less
specific, than map learning. Future work may also benefit from training students in
specific strategies as the current work did not control for students’ strategies, thus
limiting our conclusions about what conditions are optimal.
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Abstract. This paper introduces the Next-TELL independent open learner
model which is constructed based on data from a range of sources. An example
is presented for a university course, with the learner model built from the main
activities undertaken during the course. Use of the Next-TELL open learner
model over a five week period is described for this group of students, suggest-
ing that independent open learner models built from multiple sources of data
may have much to offer in supporting students' understanding of their learning,
and could potentially be used to encourage greater peer interaction.

Keywords: Open learner model, multiple data sources, visualisation.

1 Introduction

Adaptive learning environments enable personalisation of the interaction to suit the
needs of the individual student, according to the data in their learner model. Environ-
ments with an open learner model (OLM) allow that data to be externalised to the
learner, in one or more learner model views that are user-interpretable [4]. Indepen-
dent OLMs (IOLM) are not attached to a specific tutoring system: their focus is usual-
ly to facilitate metacognitive processes [6], where the learner takes decisions more
traditionally handled by the tutoring component of an adaptive system. Aims of such
visualisation of the learner model include raising learner awareness and prompting
reflection on understanding and learning; acting as a starting point for planning; faci-
litating independent learning; encouraging collaborative interaction and problem-
solving; and helping learners to take greater responsibility for their learning. These
differ from the recent work on learning analytics and dashboards (see e.g. [24]) pri-
marily in this focus on the learner model: learning analytics more typically show ac-
tivity data (e.g. interaction time in forums; links in social networks; or a range of par-
ticipation, usage or performance data).

Deployment of OLMs and IOLMs in university courses has recently become more
prevalent (e.g. [S5];[10];[13];[19];[21]). With the additional increasing use of a range
of technologies in today's classrooms and beyond, recent work suggests bringing to-
gether data sources and learner modelling in novel ways. For example: a framework
for exchanging learner profiles between various sources, including the evidence for
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data that will allow another system to interpret its meaning appropriately [11]; the
combination of e-portfolios and IOLMs as a means to provide data for other learner
models, thus requiring learner modelling across multiple applications [22]; a tool to
integrate and edit models, which is supplemented with a separate OLM to interact
with other learner models based on different learning resources - i.e. a generic ap-
proach [9]; and environments designed to include diverse data from different sources
in the OLM [18];[20];[23]. In line with this direction of research, we introduce the
Next-TELL (http://www.next-tell.eu/) IOLM built from multiple data sources, and
present results from university students using the IOLM in practice, during a course.

2 The Next-TELL Independent Open Learner Model

The Next-TELL project integrates multiple aspects of teaching, from support for
teachers’ planning, use of an e-portfolio, to visualisations of the learner model to help
students and instructors interpret information about learning, coming from a variety of
sources [23]. This paper focuses on the latter area of the project. We present two
aspects of the Next-TELL IOLM: the sources of data and the IOLM visualisations.

2.1 Data Sources

(DOLMs have often been described with reference to a single activity or activity type,
or in conjunction with a single system. As indicated above, there have been calls to
incorporate different data sources in an OLM [18];[20]. We here consider students'
use and acceptance of an IOLM based on multiple data sources. The course in which
we illustrate the Next-TELL IOLM is an “Adaptive Learning Environments” course
at university level. The activities providing data for the learner model were:

Student self-assessments;

OLMlets [5]: an open learner model based on multiple choice questions;
Chat facility embedded into OLMlets;

Facebook discussion of students’ understanding as revealed by OLMlets;
Students’ text addressing core aspects of the course (revisions possible);
Practice open-ended test questions (revisions possible);

Test (open-ended questions) covering the complete course content.

The nature of the activities in this course mean that most require manual input to the
learner model. The exception to this is OLMlets. However, at the time of the study,
the API integration was not available, so the instructor manually input the OLMlets
data to contribute to the Next-TELL model at intervals during the course, to illustrate
the feasibility of combined manual and automated data. (Automated data transfer is
now possible, as is use of the Next-TELL ProNIFA (probabilistic non-invasive forma-
tive assessment) tool to facilitate semi-automated input of data [7].

By default, the most recent data from the various sources has higher weighting,
according to the following algorithm, but allows instructors to alter the weightings of
the activities contributing to the learner model, using a slider.
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new_value = new_data x depreciation_factor + old_value x (1 - depreciation_factor)

In addition to numerical data that contributes to the learner model (e.g. star input top
of Figure 1, automatically generated Google spreadsheet centre of Figure 1), input
may be in the form of text feedback from the instructor (relating to student strengths,
and guidance for further development). This feedback is not transformed by the mod-
elling process, but is available for viewing by the student, and used in conjunction
with the model data it can support their understanding of their OLM. A hyperlink may
also link to evidence supporting a specific assessment, for example, a learning-based
artefact stored in the Next-TELL e-portfolio, in Moodle, or a Google document. Drill-
ing down through the OLM will ultimately arrive at these artefacts. The bottom of
Figure 1 illustrates how this feedback is displayed. In this case the numerical data
indicated by the skill meters comes from a student’s self assessment, with additional
text feedback on strengths and further guidance from the instructor.
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Fig. 1. Adding data manually to the OLM
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2.2 Visualisation

Various OLM presentation examples have been described for university students in
the literature. The most common visualisations used in courses include skill meters
[5];[19];[25]; concept maps [16];[21]; and hierarchical tree structures [8];[14];[16].
Recently, tree map overview-zoom-filter approaches to open learner modelling have
also appeared [2];[15]. However, there is, as yet, no generally agreed set of OLM
visualisations and, indeed, this may depend on a variety of factors. For example,
eye-tracking studies have suggested that the most useful visualisation may depend on
the context in which the OLM is used [17]; or user preference for the visualisation
itself [3]. Some preference towards skill meters over more complex visualisations has
also been found [12]. The range of potential (human and technology-gathered) data
sources in the Next-TELL context demands methods of model externalisation that
can either be adapted according to the specific data sources, or methods that are
sufficiently generic to be applicable in the range of cases. As previously argued for
generic open learner model contexts [1], Next-TELL takes the latter approach.
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Fig. 2. Next-TELL OLM visualisations
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Multiple views have previously been found useful, as learners do not necessarily
have the same visualisation preferences, but appear able to select a method of viewing
the learner model that suits their current task or purpose of inspecting their model [4].
The Next-TELL IOLM uses several visualisations, as illustrated in Figure 2. The skill
meters are shown here as seen by the instructor, with the overview of level of under-
standing for each student shown in the left set of skill meters (student names are hid-
den); the level of contribution of each activity to the model in the centre; and the level
of understanding of each topic in the skill meters on the right. Instructors can also
view this information applied to a specific individual and/or activity and/or topic or
competency; and students can see their own models in this way, using the filters
above the skill meters (competency/topic is shown in Figure 2). The word cloud sepa-
rates strongly from weakly (or not) understood topics. The topics in the upper group
are coloured blue, with the relative level of understanding indicated by text size; the
topics in the lower group are coloured red, with the weakest of these indicated by
the larger size of the text. The treemap shows level of understanding of topics by the
size of the corresponding square, with subtopics appearing in a similar way when
a user clicks on a topic. The table illustrates the knowledge level of an individual
student (here shown for a specific student), including the activity and top-
ic/competency data. The smilies also show level of understanding (intended primarily
for child users).

3 Students’ Use of the Next-TELL OLM

This section presents a study investigating student use of the Next-TELL IOLM, to
determine the likely perceptions, uptake and benefits of this type of IOLM in courses.

3.1  Participants, Materials and Methods

11 students volunteered to take part in the study: most of those enrolled on the course.
They were in their third year studying for a 3 year BEng or a 4 year MEng degree in
Computer Systems Engineering or Computer Interactive Systems. Only the test activi-
ty was summatively examined. Data from 5 weeks during the course contributed to
the individual learner models built from the activities listed as data sources in Section
2.1. Students were introduced to the Next-TELL IOLM during a lab, and were already
familiar with the notion of OLMs from a theoretical perspective as this topic
formed part of the course content; and from a practical perspective from their use of
OLMlets in this and other courses. A questionnaire was administered at the end of the
course, with response options on a five-point scale (with strongly agree and agree /
strongly disagree and disagree combined here for clarity of reporting). The question-
naire was completed by 8 participants attending a session reviewing the overall
course content. The system log data and the Facebook and chat records were
examined.
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3.2 Results

In total there were 1169 OLM student events logged (mean 106; median 94; range
25-300). These include viewing, adding and filtering information into and from the
learner model. Figure 3 (left) shows the general (combined) pattern of interaction
across the 5 weeks, indicating that the interactions were spread across this period.
There were 57 instances of students adding evidence/self-assessments, and 196 stu-
dent accesses to the learner model views and text feedback provided by the instructor.
Accesses to the views and feedback were as shown in the centre of Figure 3. Of the
learner model views, the skill meters were used the most frequently (29% of learner
model accesses), followed by the table (19%). Smilies, wordcloud and treemap
were also used, at similar levels (11-12%). The text feedback from the instructor (not
contributing data to the learner model) accounted for 18% of accesses.

Participants viewed their level of understanding in their learner model in overview
(unfiltered form), or with reference to a specific competency/topic and/or associated
with a specific activity, as on the right of Figure 3. In most cases they viewed their
understanding of the topics with all activities contributing to their learner model
(34%); followed by viewing knowledge level with reference to a specific activity
(30%). In some cases students filtered both activity and topic, to see something spe-
cific in their model (21%), or used no filters (overview of all information: 15%).

(Text)

ActivtyTopic Y

B il Meter

Wyardcloud

Table Tapic

Smilies

Fig. 3. OLM events logged (left); learner model views (centre) and ways of viewing (right)

Table 1. OLM filter by topic Table 2. OLM filter by activity Table 3. OLM filter by both

Times | 0| 1 3-4 | 9-11 Times | 0| 2| 5| 15 Times | 0 |1-3 |9-10
Users | 4| 2 2 3 Users [ 5|23 1 Users 7 2 2

Tables 1-3 give the breakdown of viewing by topic and activity, by individuals.
Table 1 shows the data for individuals looking at the data in specific topics (i.e. they
clicked on the topic/competency to receive OLM information for that topic only).
Seven users took this approach, with two of these doing this only once, two users
doing this 3 and 4 times, and three viewing their learner model by specific
topic/competency 9 to 11 times. Six users filtered the information by activity, as
shown in Table 2, with most of these doing this between 2 and 5 times, and one, 15
times. Four students filtered by both topic and activity, two between 1 and 3 times,
and two 9-10 times, as in Table 3. All other viewings were ‘overview’, i.e. no filters
were applied: 9 users, 1-3 times. Comparing this information shows that individuals
used more than one approach.
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The questionnaires included items on perceived utility of the learner model visua-
lisations. Figure 4 shows that, in general, respondents reported the written feedback,
table and skill meters to be useful, as well as the facility to perform self-assessment.
Half (4) found the smilies and word cloud to be helpful, while only 2 gave a positive
response for the treemap. Users were also asked whether they thought that peer as-
sessments would be helpful in a future version: this was generally positive (6).

Written feedback

Treemap

|
Word cloud ‘ |
Smilies W Agree
Table | Neutral

| W Disagree

Skillmeter |
Self assessment | I
Peer assessment I
T T T T T
0% 20% 40% 60% 80% 100%

Fig. 4. Perceived utility of IOLM views and interaction

The Facebook and chat interactions consisted mostly of students asking a question
prompted by a difficulty they had experienced with one or more OLMlets questions:
Facebook Post: do you think the expert knowledge may be represented as
misconceptions?

e Comment 1: u mad boi? expert knowledge is the domain knowledge.

o Comment 2: but i think that expert knowledge could not represent the misconcep-
tions since EK represent the conceptual facts

e Comment 3: the domain is where the right answers are stored (which is the Expert
Knowledge). They do not represent misconceptions.

Student texts, practice questions and test were more traditionally content-focussed in
nature, and so are not described further here.

3.3 Discussion

Given that the Next-TELL IOLM is designed to build up learner data over time and,
in this case, draws on activities that are for the most part repeated (OLMlets,
Facebook discussion, student text revisions, open-ended practice questions, student
self-assessments), it is expected that students would consult the IOLM intermittently
rather than regularly and/or frequently. This is shown in Figure 3: while the first
usage peak occurred when the IOLM was introduced, use continued through the five
week period, decreasing towards the end of the course when students started prepar-
ing more intensively for their summative test. Therefore, the 196 accesses to learner
model data occurred at different points. Thus, we have shown that students will use an
IOLM based on multiple data sources throughout a course, for formative guidance.
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As argued above, students may have different preferences for how to view their
learner model, and this was also identified in this study. We have not considered in
detail, whether individuals prefer specific views or use multiple views, but it has been
demonstrated that multiple views are also used in this context. Furthermore, for
contexts in which it is feasible in practice, such as smaller groups: provision of text
feedback in addition to multiple IOLM views, is recommended. This may help
students to understand the learner model representations more fully.

Another new finding in this study is that, if available: students will look at their learner
model from the perspective of specific topics or competencies; according to specific
activities; filtered by both topic and activity; or generally as summary of all information.
Although we have not here investigated at what points students used filters, we do know
that some users did, and so presumably perceived some benefit from this. Therefore, we
suggest that where multiple activities and data sources may contribute to the learner
model: allowing students to access the learner model by topic/competency, activity/data
source, or both, is likely to be considered helpful by users.

The questionnaire responses reinforce the above, with reference to students’ per-
ceptions of the utility of the various learner model views. Similarly, as suggested by
the logs, students claimed to find the text feedback helpful. Also in line with the log
data, the facility for self-assessment was considered useful. In addition, students were
asked whether they believed that peer assessment would be beneficial in a future ver-
sion of the IOLM, with the responses showing as much interest in this as for
self-assessments. This is particularly promising given the potential for the Facebook
interactions or chat to reveal more detail about students’ understanding. For example,
the Facebook post shows a misconception (relating to the OLMlets questions about
the Domain Model topic). Students sometimes think that, because the domain model
represents ‘expert’ knowledge, it must also know what misconceptions exist because
a human expert would know this. The first two comments do link the domain model
to expert knowledge in the sense of a domain representation. However, the third
comment reveals a further misconception (also quite common), that the domain is
equivalent to correct answers. While such discussion reveals greater detail to the in-
structor about students’ viewpoints, which can then be manually transferred to the
Next-TELL IOLM, it might also help encourage peer assessments in the Next-TELL
IOLM and, as a result, greater collaboration. The OLMlIets chat facility is now also
embedded in the Next-TELL IOLM, with the aim of encouraging discussion also in
situations where students will not be using Facebook, such as in school classes. In
addition to collaborative interaction and further data for the IOLM, this can also help
address issues of instructor time in groups where numbers of students are larger, as
students will have more opportunity to discover and work out their difficulties.

In summary, the Next-TELL IOLM aims to flexibly support the way instructors
wish and need to work in their own contexts. In large groups with much data from
various applications, etc., this can be amalgamated into individual open learner mod-
els with no, or relatively little (e.g. [7]) intervention from the instructor. Self and peer
assessments can complement this data, if the teacher chooses to permit this. Direct
instructor input is also possible, and additional feedback can be helpful for groups
producing drafts or work that can benefit from greater detail. Future work can investi-
gate the inclusion of further automated methods of providing feedback on learners’
artefacts as well as data into the learner model.
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4 Summary

This paper has introduced the Next-TELL IOLM, which can take a range of sources
of data for visualisation to the learner. A study of use of the IOLM in a university
course shows the feasibility of this approach in practice, while also demonstrating
ways in which students might use an IOLM of this kind with reference to how they
explore their learner model. It also illustrates how learner model information from
combined sources can provide greater insight on students’ general learning to instruc-
tors, and points towards possibilities for encouraging greater peer interaction in learn-
ing, both issues being interesting directions for future research.
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Abstract. Inquiry-based learning has been proposed as a natural and authentic
way for students to engage with science. Inquiry-based learning environments
typically require students to guide their own learning and inquiry processes as
they gather data, make and test hypotheses and draw conclusions. Some stu-
dents are highly self-regulated learners and are able to guide and monitor their
own learning activities effectively. Unfortunately, many students lack
these skills and are consequently less successful in open-ended, inquiry-based
environments. This work examines differences in inquiry behavior patterns in
an open-ended, game-based learning environment, CRYSTAL ISLAND. Differen-
tial sequence mining is used to identify meaningful behavior patterns utilized by
Low, Medium, and High self-regulated learners. Results indicate that self-
regulated learners engage in more effective problem solving behaviors and
demonstrate different patterns of use of the provided cognitive tools. The identi-
fied patterns help provide further insight into the role of SRL in inquiry-based
learning and inform future approaches for scaffolding.

Keywords: Self-regulation, inquiry-based learning, game-based learning.

1 Introduction

Inquiry-based learning has been the focus of recent attention in both traditional class-
rooms [1, 2] and intelligent tutoring systems [3-5]. Inquiry-based learning has
achieved this popularity primarily due to its use of authentic problem-solving scena-
rios and because the student is put in control of her own learning. During this process,
the student is expected to play an active part in “making observations, formulating
hypotheses, gathering and analyzing data, and forming conclusions from that data”
[5]. However, inquiry-based learning environments are naturally very open-ended and
may provide little guidance to students on when and how to engage in these beha-
viors. Without sufficient guidance, students are less likely to learn effectively [1, 2].
To be successful in open-ended, inquiry-based environments students must be ca-
pable of setting meaningful learning objectives [6]. They must then identify activities,
behaviors, and strategies that may achieve these learning goals, monitor and evaluate
their progress and alter their behavior and strategies accordingly. Together these
skills form the foundation of self-regulated learning. Self-regulated learning (SRL)
can be described as “the process by which students activate and sustain cognitions,

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 209-218] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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behaviors, and affects that are systematically directed toward the attainment of goals”
[7]. Unfortunately, students can demonstrate a wide range of fluency in their
SRL behaviors [8], with some students lagging behind their peers in their ability to
appropriately set and monitor learning goals.

This work seeks to identify the patterns of inquiry behaviors characteristic of self-
regulated learners during game-based learning. It investigates these behaviors in the
context of the CRYSTAL ISLAND game-based learning environment. CRYSTAL ISLAND
is an open-ended game for middle school science in which students engage in inquiry
behaviors of gathering evidence, forming and testing hypothesis, and reporting con-
clusions. Students are classified as Low, Medium, or High self-regulated learners
based on evidence of goal setting and monitoring behaviors. Differential sequence
mining [9] techniques are used to identify patterns of behavior that occur at statistical-
ly different frequencies between the classes of self-regulated learners. Results suggest
differences in how students use tools, monitor their progress, and draw conclusions
based on relevant information. These findings suggest that self-regulated learners
engage in fundamentally different types of inquiry behaviors and point to methods for
supporting the inquiry of students who do not have strong SRL skills.

2 Background

The ability to set learning goals, identify successful strategies, and evaluate personal
success is the hallmark of self-regulated learning. Students who exhibit self-regulated
learning (SRL) skills are able to drive their own learning and are often more success-
ful in learning tasks and academic settings [10]. While SRL skills can be taught and
often improve with practice [11], students who have not yet developed appropriate
SRL strategies are more likely to flounder in self-guided, inquiry-based learning envi-
ronments [6]. However, there is evidence that with appropriate scaffolding, these
environments can improve learning as well as aid in development of SRL and inquiry
skills [5, 12, 13].

Consequently, identifying and scaffolding metacognitive behaviors such as self-
regulated learning (SRL) in open-ended environments has been a focus of much work
in the intelligent tutoring systems community. For example, in MetaTutor, a hyper-
media environment for learning biology, think-aloud protocols have been used to
examine which regulatory strategies students use, while analysis of students’ naviga-
tion through the hypermedia environment helps to identify profiles of self-regulated
learners [13]. Similarly, researchers have identified patterns of behavior in the Betty’s
Brain system that are indicative of self-regulation [14] and utilized sequence mining
techniques to further explore successful learning patterns [9].

Prior work exploring self-regulated learning in CRYSTAL ISLAND has utilized evi-
dence of goal setting and monitoring to distinguish Low, Medium, and High classifi-
cations of SRL tendencies [15]. Further analyses demonstrated that Medium and High
SRL students have both higher prior knowledge and higher learning gains than Low
SRL students. This suggests that Low SRL students start with some disadvantage and
that the overall gap in knowledge is increased after interactions with CRYSTAL
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ISLAND. Though all groups have significant learning gains, Low SRL students are not
experiencing the same benefits of interaction with CRYSTAL ISLAND. Further analyses
suggest that High SRL students may be making better use of the curricular resources
in CRYSTAL ISLAND than Medium or Low SRL students. These findings have hig-
hlighted the need to better understand the inquiry behaviors of High self-regulated
learners and how these patterns can be used to inform scaffolding of the Low SRL
students.

3 Method

The investigation of SRL behaviors was conducted with students from two North
Carolina middle schools interacting with CRYSTAL ISLAND, an open-ended game-based
learning environment being developed for the domain of microbiology that is aligned
with the North Carolina Standard Course of Study for eighth grade science [16].

3.1 CRYSTAL ISLAND

CRYSTAL ISLAND features a science mystery set on a recently discovered volcanic
island. The student plays the role of a visitor who recently arrived on the island in
order to see her sick father. However, the student gets drawn into a mission to save
the entire research team from a spreading outbreak. The student explores the research
camp from a first-person viewpoint and manipulates virtual objects, converses with
characters, and uses lab equipment and other resources to solve the mystery. As the
student investigates the mystery, she completes an in-game diagnosis worksheet in
order to record findings, hypotheses, and a final diagnosis. This worksheet is designed
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Fig. 1. Goal ordering in CRYSTAL ISLAND
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to scaffold the student’s problem-solving process and provide a space for the student
to offload any findings gathered about the illness. The mystery is solved when the
student submits a complete, correct diagnosis and treatment plan to the camp nurse.

To successfully complete the mystery, students must achieve several partially or-
dered goals (Figure 1). The goal topology indicates that many data-collection tasks
are encouraged for students. They should converse with subject matter experts to
learn about the underlying science content. They should discuss symptoms and possi-
ble sources of the outbreak with sick characters. They should read posters and books
about different illnesses to help narrow down which diseases match the patients’
symptoms. As students work towards solving the problem, they have two primary
means to test their hypotheses. The first is through equipment in the camp’s laborato-
ry where students run tests on food objects to see if they are contaminated with patho-
gens, mutagens, or carcinogens. The second is through the diagnosis worksheet where
they keep track of their hypothesized source and type of illness. This worksheet can
be checked by the camp nurse for correctness.

While there is a subset of tasks that are strictly necessary to solve the mystery,
there are a variety of tasks that are optional, but beneficial, for learning and problem-
solving activities. For example, the diagnosis worksheet contains many fields to help
students keep track of their hypotheses and thoughts, though only one small portion is
required for reporting their final conclusions. Additionally, reading posters and books
and talking with subject matter experts are helpful but not required to solve the mys-
tery. Understanding how students choose to use these features of the learning envi-
ronment is important for understanding effective inquiry strategies and how these
strategies relate to self-regulated learning.

3.2  Study Procedure

A study with 450 eighth grade students interacting with the CRYSTAL ISLAND envi-
ronment was conducted. After removing subjects with incomplete data or who expe-
rienced logging errors, there were 400 students remaining. Among the remaining
students, there were 193 male and 207 female participants varying in age and ethnici-
ty. Participants interacted with CRYSTAL ISLAND in their school classroom, although
the study was not directly integrated into their regular classroom activities. Pre-study
materials were completed during the week prior to interacting with CRYSTAL ISLAND.
The pre-study materials included a demographic survey, researcher-generated
CRYSTAL ISLAND curriculum test, and several personality questionnaires.

Immediately after solving the mystery, or after 55 minutes of interaction, students
moved to a different room in order to complete several post-study questionnaires
including the curriculum post-test. Students also completed two questionnaires aimed
to measure students’ interest and involvement with CRYSTAL ISLAND.

During the interaction students were prompted every seven minutes to self-report
their current mood and status through an in-game smartphone device. Students se-
lected one emotion from a set of seven options, which included the following:
anxious, bored, confused, curious, excited, focused, and frustrated. After selecting an
emotion, students were instructed to type a few words about their current status in the
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game, similarly to how they might update their status in an online social network.
These typed statements were tagged for evidence of goal setting and monitoring and
used to classify students as High (n=131), Medium (n=120), or Low (n=149) SRL.
(See [15] for more details.)

4 Identifying Behavior Patterns

Prior findings [15] on the differences in learning between Low, Medium, and High
SRL students in CRYSTAL ISLAND prompted the current work to investigate differenc-
es in behavior patterns and inquiry strategies. Specifically, we sought to determine
whether students interacted with CRYSTAL ISLAND in measurably different ways given
their level of SRL skills. We also hoped to discover effective patterns utilized by
High self-regulated learners that could be used to inform scaffolding for less skilled
students. The exploratory nature of these questions and the desire to compare
patterns across groups motivated the use of the differential sequence mining approach
described by Kinnebrew et al. [9].

4.1 Action Abstraction

The first step to identify meaningful behavior patterns was to transform the highly
detailed trace logs from interactions with CRYSTAL ISLAND into a more abstract repre-
sentation of the overall behaviors being performed. This involved removing irrelevant
or uninteresting actions (e.g., entering buildings, or manipulating individual objects)
and grouping together instance of similar behaviors (e.g., reading a book on influenza
and then a book on ebola).

In total, four general action types were identified as important distinguishing beha-
viors: TALK, READ, TEST, and WORKSHEET (Figure 2). The first two actions
represent the primary source of gathering data in the environment, while the second
two represent the primary problem-solving tasks and hypothesis testing tasks. These
behaviors are central to the inquiry-based problem-solving in CRYSTAL ISLAND. Addi-
tional details were also considered for each action and are described below:

e TALK: One of the primary ways students gather information is through talking
with in-game characters. Students may talk with patients to learn about the symp-
toms of their illness (TALKsym). There are also experts on pathogens, bacteria,
and viruses that students may talk to (TALKraTH, TALKBAC, TALKVIR). Finally,
some of the characters also describe the nature of the illness and how it spread to
students and provide details about the specific problem solving task (TALKPRrOB).

e READ: There are several books and posters scattered around the environment that
students may use for additional information. Many of these resources cover the
same topics as conversations with experts on the island (READpaTH, READBAC,
READvIR). There is also a variety of books and posters that describe specific
diseases (READDis).
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Fig. 2. Targeted behaviors (a) TALK, (b) READ, (c) TEST, (d) WORKSHEET

e TEST: To identify contaminated items students must run tests on individual food
items. They must also specify whether they are testing the item for a pathogen, mu-
tagen or carcinogen. Based on the nature of the illness, students should rule out
mutagen or carcinogen as possible sources and testing for this is considered irrele-
vant (TESTIRR). Tests for pathogens are identified as correct (TESTcorr) if the
proper food item was selected and incorrect (TESTINC) otherwise.

e WORKSHEET (WS): The diagnosis worksheet is where students keep notes
about their findings and hypotheses. There are several sections of information that
can be filled out. They can record symptoms of patients (WSsym) and the results of
their tests (WSTEsT). They can also keep track of hypotheses (WSHYP) about indi-
vidual diseases and their reasoning. The final section of the worksheet (WSREP) is
used to report their final conclusions to the nurse in order to complete the mystery.

4.2  Differential Sequence Mining

To identify patterns of behavior which were statistically different between Low, Me-
dium, and High SRL students we utilized a differential sequence mining algorithm
adapted from Kinnebrew et al. [9]. This approach identifies two metrics for
representing the frequency of a pattern in different groups. The sequence support (s-
support) metric refers to the percentage of sequences the pattern occurs in, regardless
of frequency. Alternatively, the instance support (i-support) metric represents the
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average number of times the pattern occurs per sequence. The primary adaption was
to allow for comparison across the three groups where the original algorithm only
compares between two populations. The adapted algorithm can be summarized in the
following steps:

o Identify frequent patterns. Patterns included sequences of 2-5 actions. To ensure
patterns considered for analysis were meaningful we only consider patterns that
occur for at least 20% of students in a group. This threshold is the same as de-
scribed in [9].

e Calculate s-support and i-support metrics for each pattern. Metrics were calcu-
lated for each group using the definition described above.

o Identify statistically significant differences in frequency. T-tests with a Bonferroni
correction were conducted to compare the s-support and i-support metrics across
each pair of SRL classifications. The Bonferroni correction was conducted for 95%
confidence across the three pairwise tests but did not account for the multiple com-
parisons across patterns. This approach was employed because the primary purpose
of our investigation was to identify meaningful patterns, not to prove statistical dif-
ferences between populations [9].

5 Results

In total, 137 sequences were identified as frequent, occurring in more than 20% of
student traces. Of these 29 were identified as having a significant difference in fre-
quency between Low, Medium, or High SRL students. Further interpretation of these
sequences suggested 6 general behavior patterns that occurred at different frequencies
between the groups (Table 1). Of these, 3 patterns were more frequently displayed by
High SRL students, while the remaining 3 patterns were more frequent among Low
SRL students. These general patterns of behavior provide important insight into how
students differentially interact with the environment given their level of SRL skill.

For instance, patterns P1 and P3 both highlight High SRL students’ usage of the
diagnosis worksheet. Specifically, these students are more likely to keep track of in-
formation as they receive it. Both the hypothesis and symptoms area of the diagnosis
worksheet are optional, suggesting that High SRL students are choosing to use the
resource to help themselves keep track of their ideas. Additionally, while the symp-
toms section of the worksheet involves simple recording of facts, the hypothesis area
requires students to synthesize what they know and make inferences about the likelih-
ood of different hypotheses, indicating strong inquiry skills. Together these patterns
indicate that High SRL students are utilizing resources to keep track of what they
know and are actively reflecting on the inquiry process.

In contrast, pattern PS, which is demonstrated more frequently by Low SRL stu-
dents, indicates poor planning and inquiry skills. This pattern involves students read-
ing about diseases, then visiting patients to ask about their symptoms, and repeating
this process. This pattern suggests that Low SRL students are gathering data “just in
time.” They are repeatedly checking the information from patients against the infor-
mation in books and posters to arrive at a hypothesis. These students are not keeping
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Table 1. Differential patterns of behavior

s-support i-support
Sample Sequences
Li|M|[H|[L|M|H
P1: Reading about diseases and updating hypotheses in worksheet
READDIS-WSHYP-READDIS-WSHYP-READDIS 0.10(0.19 | 0.26 | 0.28 | 0.53 | 0.74
é WSHYP-READDIs-WSHYP-READDIS-WSHYP 0.11]0.18|0.24 | 0.31 | 0.54 | 0.70
E P2: Talk about problem and learn about pathogens
: TALKPROB-TALKPATH-TALKPROB 0.75]0.80]0.880.83{0.95|0.98
E TALKPROB-TALKPATH-READPATH 0.15]0.250.27|0.16 | 0.26 | 0.27
%D P3: Talk about symptoms and update symptoms in worksheet
TALKSYM-WSsYm 042]0.61]0.61|0.74(1.16|1.13
TALKSYM-TALKPROB-WSsYM 0.03]0.08 10.120.03 [ 0.08 | 0.13
P4: Alternating incorrect and irrelevant tests
TESTIRR-TESTINC-TESTIRR 0.61]0.55]047]1.79|1.55]|1.01
*§ TESTINC-TESTIRR 0.71]0.71 | 0.66 | 2.27 | 2.04 | 1.50
E P5: Read about diseases and ask about symptoms
3 TALKsYM-READDIS-TALKsYM-READDIS 0.39/0.26 | 0.230.39]0.31 [ 0.25
% READDIS-TALKSYM-READDIS-TALKSYM-TALKPROB| 0.35 | 0.19 | 0.18 | 0.35 | 0.22 | 0.19
E P6: Learn about pathogens and run irrelevant tests
READPATH-TESTIRR-TESTINC 0.33]0.290.18|0.44 [ 0.34 | 0.24
TALKPROB-TALKPATH-TESTIRR 0.28]0.25]0.21|0.34(0.32|0.24

track of this information in their diagnosis worksheet and consequently are going
back and forth between the books and posters on diseases to the infirmary with the
patients. This represents a much less effective approach to problem solving when
compared with the High SRL students. Additionally, these students are likely expe-
riencing an increased cognitive load as they are trying to recall all the details they
have gathered without the aid of the in-game resources. These patterns indicate that
Low SRL students may need scaffolding for effective organization of knowledge and
use of external cognitive tools, which is an important component of self-regulated
learning [6, 10].

Another important distinction concerns students making connections about the type
of illness affecting the patients. Specifically, students learn that the illness was spread
through food that the camp members ate (TALKProB). Students should also learn
(through TALKpaTH or READPATH) that a pathogen is a type of illness that can be
spread through food or contact, whereas mutagens and carcinogens are not spread
from person to person. Students should consequently conclude that the illness is a
form of pathogen. This may be what is occurring in pattern P2 demonstrated by High
SRL students. These students are alternating between finding out information
about the nature of the illness and about pathogens and are likely using this informa-
tion to draw the conclusion that the illness is a form of pathogen. Additionally, the



Discovering Behavior Patterns of Self-Regulated Learners 217

back-and-forth nature of these activities suggests goal-driven behavior perhaps to
inform their testing strategies.

When running tests in the lab, students select whether they are testing for patho-
gens, mutagens or carcinogens. Knowledge of the pathogens and the nature of the
illness should preclude students from running tests on carcinogens or mutagens
(TESTrR); however, pattern P6 indicates that Low SRL students are not making this
connection or choose to ignore it. Additionally, P4 suggests that Low SRL students
may not be carefully selecting their testing strategy based on prior knowledge and
may be trying any form of test to get a positive result. This suggests that Low SRL
students may need more guidance in making the connection between the nature of the
problem and type of illness. Additionally, they should be encouraged to identify
whether the source is a pathogen, mutagen, or carcinogen before beginning to test.

6 Conclusion

Open-ended, inquiry-based learning environments are powerful tools for engaging
students in scientific thinking and authentic problem solving. However, not all stu-
dents are successfully able to navigate these environments and learn effectively. Self-
regulated learning behaviors such as goal setting, progress monitoring, and effective
tool use are critical for optimizing learning outcomes. Students lacing these skills
have a disadvantage, but may be able to overcome this with additional guidance and
support.

This work utilized differential sequence mining techniques to identify patterns of
inquiry behaviors associated with self-regulated learning skills. Results indicated that
students with more developed SRL skills utilize in-game resources more effectively to
help reduce cognitive load. They also appear to be able to more effectively draw infe-
rences and use them to inform future behaviors and strategies. These differences high-
light areas for scaffolding students with less-developed regulatory skills. Specifically,
Low SRL students can be encouraged and guided through the use of cognitive tools.
Hopefully by clearly demonstrating how these tools can be successfully used, students
will be more likely and more effective at using the resources. Additionally, it may be
important to highlight ties between different sources of information and present
specific learning goals related to each component of the problem solving activity. An
important area for future work will be to incorporate these scaffolding strategies and
to measure the impact on behavior patterns and overall learning for students who are
not already strong self-regulated learners.
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Abstract. Self-assessment and study choice are two important metacognitive
processes involved in Self-Regulated Learning. Yet not much empirical work
has been conducted in ITSs to investigate how we can best support these two
processes and improve students’ learning outcomes. The present work rede-
signed an Open Learner Model (OLM) with three features aimed at supporting
self-assessment (self-assessment prompts, delaying the update of the skill bars
and progress information on the problem type level). We also added a problem
selection feature. A 2x2 experiment with 62 7™ graders using variations of an
ITS for linear equation solving found that students who had access to the OLM
performed significantly better on the post-test. To the best of our knowledge,
the study is the first experimental study that shows an OLM enhances students’
learning outcomes with an ITS. It also helps establish that self-assessment has
key influence on student learning of problem solving tasks.

Keywords: Self-regulated learning, open learner model, self-assessment, study
choice, intelligent tutoring system, classroom evaluation.

1 Introduction

Theories of Self-Regulated Learning (SRL) emphasize that students are active learn-
ers [13]. Different metacognitive processes are involved in SRL, such as goal setting,
self-assessment, help-seeking, self-monitoring, study choice, etc. Two common meta-
cognitive processes are self-assessment and study choice. Self-assessment refers to
students’ ability to evaluate how well they are learning/have learned. Study choice
means that students make their own decisions with respect to the learning materials
they study. More accurate self-assessment can lead to better study choice, which can
further result in more efficient and effective learning [13]. Studies conducted with
memory tasks and reading comprehension have found some ways to scaffold stu-
dents’ self-assessment and study choice, such as generating delayed key words [5].
Nevertheless, not much such work has been conducted with problem solving
tasks, which is an area that Intelligent Tutoring Systems (ITSs) frequently focus on.
The mechanism of self-assessing for solving math problems could be significantly
different from memory task and reading comprehension.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 219-228] 2013.
© Springer-Verlag Berlin Heidelberg 2013



220 Y. Long and V. Aleven

ITS researchers have been interested in the potential of Open Learner Models
(OLM) to prompt students’ reflection and metacognition [3]. Many ITSs have a learn-
er model that intelligently tracks students’ learning progress or their skill mastery. An
OLM affords students access to part/all of progress information, often in different
formats, which may help them reflect on what they know well and not so well. Bull
and colleagues [4] found that first year college students were interested in viewing
their misconceptions in an OLM, and believed that viewing such information could
help them better assess their learning and allocate efforts. Hartley and Mitrovic [6]
compared students’ learning gains when with or without access to an inspectable
OLM, but found no significant effect on the learning gains due to the OLM [6]. In our
own prior work, we conducted surveys and interviews with experienced Cognitive
Tutor users and found that they inspect the tutor’s OLM (the Skillometer) quite fre-
quently but do not actively use it to help them reflect or self-assess [8]. Similar work
has also been conducted in the field of adaptive hypermedia. Brusilovsky et al. [2]
found that with adaptive navigation support in QuizGuide (an adaptive system pro-
vides students self-assessment quizzes), students’ participation was increased in the
system, as well as their final academic performance. The adaptive navigation support
has similar features as the OLMs, as it highlights to the students the important topics
and topics that need more practice. Thus, as Bull et al. [3] point out, more empirical
studies are needed to investigate how we can design an OLM to effectively facilitate
students’ metacognition, such as self-assessment and study choice. Moreover, it is
also worth investigating to what extent access to an OLM and particular features of
OLMs can significantly increase students’ learning gains.

There has been limited prior work on study choice within ITS; typically, the ITS is re-
sponsible for selecting problems for the students. Mitrovic and Martin [9] found that in
an ITS for SQL, lower-performing students learned in a "faded" condition in which they
went from system-selected problems to student-selected problems. However, this study
did not establish a statistically significant difference with other problem selection
methods (fully system-selected or fully student-selected) [9]. The effect of problem selec-
tion on students’ learning outcomes is still open for further investigation.

In the current work, we redesigned the Skillometer (OLM) of an ITS for linear
equation solving so that it facilitates students’ self-assessment. Specifically, we de-
signed and implemented three new features for the Skillometer to support a brief self-
assessment phase at the end of each tutor problem: self-assessment prompts, delaying
the update of the skill bars (so that the updating of the skill bars can function as feed-
back on students’ self-assessment) and showing students’ progress on the problem
type level in addition to on the skill level (to give students an overview of their
progress in the tutor). We also implemented a problem selection feature in the tutor
that lets students select their next problem.

We hypothesize that 1) having access to the redesigned OLM can enhance stu-
dents’ learning outcomes and self-assessment accuracy; 2) letting students select their
own problems in the tutor could afford them opportunities to apply the results of
their self-assessment and improve their learning outcomes even further. We con-
ducted a 2x2 classroom experiment with 62 7" graders with the linear equation tutor
to investigate the hypotheses.
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2 Methods

2.1 Linear Equation Tutor and the Open Learner Model

We investigate the relationship between OLM, self-assessment and study choice with-
in an ITS for linear equations. This tutor is an example-tracing tutor built using the
Cognitive Tutor Authoring Tools [1, 11]. It was first designed and implemented by
Maaike Waalkens [11] and has been used in two prior studies with around 150 stu-
dents from grades 7 and 8. The tutor teaches five types of linear equations of varying
difficulty levels (see Table 1). Figure 1 shows the main interface of the tutor: in addi-
tion to solving the equations, students need to self-explain each main step. The tutor
provides step-by-step guidance for each problem. It also applies knowledge tracing
and mastery learning to adaptively select problems for each student, so as to make
sure the student reaches mastery on all targeted skills.

Please solve this equation.

5x+2

5x+2-2 2x+8-2 subtract [?] from both sides M 2

X+6-2X subtract [?] from both sides M 2

Solution: x =

What can you do to both sides to get x by itself?

? v

i
Instructions Next =p
Fig. 1. The interface of the linear equation tutor
Table 1. Five types of equations in the linear equation tutor

Equations Example Level
One Step x+5=7 Level 1
Two Steps 2x+1=7 Level 2
Multiple Steps 3x+1=x+5 Level 3
Parentheses 2(x+1)=8 Level 4
Parentheses, more difficult | 2(x+1)+1=5 Level 5

As discussed in the introduction, we redesigned the OLM so as to support students’
self-assessment and reflection at the end of each problem. We used a user-centered
design approach to redesign the OLM. We started with building paper and digital
prototypes for the OLM based on literature review. To refine the initial prototypes, we
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conducted think-aloud sessions with these prototypes in a local middle school with 7
students. Based on the findings from the think-alouds, we finalized the design as
shown in Figure 2 and Figure 3. The five types of equations were categorized from
level 1 to level 5 based on the skills involved, in order to more systematically reflect
students’ learning progress in the OLM. We implemented two views of the OLM
with three new features: self-assessment prompts, delaying the update of the skill bars
and showing progress on the problem type level. We also implemented a problem
selection feature in the tutor to let students select their next problem.

I My Overall Progress in Level 3
1. How well do you think you can solve the Level 3 problems? I | | Add to/subtract from both sides
o1 o2 =3 4 L 6 7 | | combine like terms
Not Well Very Well Consolidate the variables

2. Have you mastered all the skills in Level 37 _ves wNo Multiply/divide both sides
) ) ) Remove the constant
3. Select the skill that is least mastered in Level 3: I | Remove the variable's coeffident

" " . R P | simplify fraction
Consolidate the variables v View My Skills

Fig. 2. View-1 of the OLM

Self-Assessment Prompts. View-1 of the OLM is initially hidden on the tutor inter-
face but is revealed after the student finishes the problem. After students complete
each problem, three self-assessment prompts are shown one by one (see Figure 2).
(The level and skill bars on the right in Figure 2 are not displayed yet at this point in
time, so that students answer the self-assessment questions unaided by the skill bars.)
Students are asked to rate how well they think they can solve the problems in the
current level on a scale from 1 to 7, then answer whether in their own assessment they
have mastered the skills in the current level, and finally select the skill that they think
is least mastered at this time. After that, the “View My Skills” button appears.

You have to master all five levels. The "Get One Problem" button will disappear when you master that level R

Levell Level2 Level3 Level4 Level5

Examples: Examples: Examples: Examples: Examples:
x+3=5 3x+1=7 3x+1=x+5 2(x+1)=4 2(x+1)+1=5
y+1=4 2y+1=9 4y+2=y-1 3(y-1)=6 3(y-1)-1=5

I I I
97% Mastered 95% Mastered 92% Mastered 92% Mastered 68% Mastered

Problems Problems Problems Problems Problems
solved: 9 solved: 6 solved: 3 solved: 2 solved: 1

Fig. 3. View-2 of the OLM
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Delaying the Update of the Skill Bars. Once students click the “View My Skills”
button, the level and skill bars (on the right of Figure 2) are shown and start updating
after 1 second (i.e., they move to their new positions, based on the student’s perfor-
mance on the problem they just completed). The updating of the bars serves as feed-
back on students’ responses to the self-assessment prompts. The black vertical lines
allow for a before/after comparison.

Showing Progress on the Problem Type Level. Figure 3 shows View-2 of the OLM,
which is displayed to students in between problems (when they click the done button
after the skill bars have finished updating). View-2 shows a summary of their
progress with respect to each level as well as how many problems they have solved at
that level.

Selecting the Next Problem. Further, on View-2, students can select the level they
want to work on next by clicking the “Get One Problem” button for the preferred
level. If a level is fully mastered, the “Get One Problem” button is hidden, so students
can only select levels that contain unmastered skills. To complete the tutor they must
master all levels.

2.2 Experimental Design, Participants, Procedure and Measurements

We conducted a 2x2 experiment with independent factors OLM (whether or not both
views of the OLM are shown to the students) and PS (whether or not students could
select their next problem from an unfinished level) with 62 7th grade students from
one teacher’s three classes at a local public middle school in Pittsburgh. The partici-
pants were randomly assigned to one of the four conditions. The OLM+PS condition
used the interfaces we introduced in 2.1. The other three conditions used versions of
the interfaces that were modified to match the manipulation. Specifically, for the
OLM-+noPS condition, View-1 of the OLM was unchanged, but View-2 was revised
to have only a single “Get One Problem” button, rather than one for each level. Stu-
dents in this condition were given problems from level 1 to 5 sequentially (they
needed to finish level 1 first and then get problems from level 2, and so on). For the
noOLM+PS condition, View-1 was not shown to the students. On View-2, all
progress information was hidden (i.e., the progress bars and the number of problems
completed for each level), but students could freely select their next problem from
unmastered levels. Lastly, for the noOLM+noPS condition, View-1 was also not
shown. For View-2, the progress information was hidden and there was only one
single “Get One Problem” button.

The four conditions followed the same procedure. They all completed a paper pre-
test on the same day for around 25 minutes, and started to work with the tutor in their
computer lab from the next day for five consecutive days. On each day, all students
worked on the tutor for one class period of 41 minutes. If a student finished early (in
less than 5 periods), they were directed to work in a Geometry unit. After the five
days, all conditions again completed an immediate paper post-test on the same day in
one class period.
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The pre- and post-tests were in similar format and measured students’ knowledge of
solving linear equations. We created two equivalent test forms and administered them
in counterbalanced orders. There were two types of test items on both tests: procedur-
al and conceptual items. Procedural items were the same five types of equations
students had practiced in the tutor. Conceptual items were True/False questions mea-
suring the knowledge and understanding of the key concepts involved in equations.
We also measured students’ self-assessment accuracy for the procedural items on both
tests. Students were asked to rate from 1 to 7 regarding how well they think they can
solve each equation before they actually solved it. Formula 1 calculates the absolute
accuracy of students’ self-assessment [10], where “N” represents the number of tasks,
“c” stands for students’ confidence ratings on their ability to finish the task while “p”
represents their actual performance on that task.

Absolute Accuracy Index = %Z?’:l (c; — p)? (1)

Besides the pre- and post-tests, we analyzed tutor log data to determine if there were
differences between the conditions in students’ learning behaviors in the tutor.

3 Results

56 students finished all five levels (reached mastery) after 5 class periods. We
analyzed the 56 students’ pre-test and post-test performance, tutor log data and their
self-assessment data. We report the p-values and effect sizes (partial n?2) for the main
effects and interactions. An effect size partial n? of .01 corresponds to a small effect,
.06 to a medium effect, and .14 to a large effect (Cohen’s guidelines for effect sizes).

Learning Effects of the Linear Equation Tutor. There were 7 procedural items and
12 conceptual items on both tests. The procedural items were graded from 0 to 1,
with partial credit given where appropriate. Cronbach’s Alpha for the 7 procedural
items on the pre-test is .794, and .669 on the post-test. For the conceptual items, the
Cronbach’s Alphas are .626 and .672 for pre- and post-test respectively.

Table 2. Means and SDs for the test performance for all four conditions

Pre-Test Post-Test Pre-Test Post-Test
Conditions (Procedural) (Procedural) (Conceptual) (Conceptual)
OLM+PS 439 (.263) U711 (.230) 483 (.215) 515 (.188)
OLM-+noPS .555 (.347) .684 (.222) 472 (.166) .541 (.230)
noOLM+PS .358 (.201) .625 (.237) .391 (.216) .357 (.195)
noOLM+noPS 490 (.204) .634 (.290) 436 (.164) 462 (.202)

A 1-way ANOVA shows that there were no significant differences between the
conditions on the pre-test. To examine the learning gains from pre- to post-test,
we ran repeated measures ANOVAs (with OLM and PS as independent variables)
on procedural items, conceptual items and the sum of the two (the overall test score).
The results reveal that the conditions together improved significantly from pre- to
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post-test on the test as a whole (F (1, 52) = 13.927, p = .000, n2 = .211) and on the
procedural items separately (F (1. 52) = 35.239, p = .000, n2? = .404), both with effect
sizes considered to be very large. No significant improvement on conceptual items
was found.

Effects of Open Learner Model (OLM). We also ran ANOV As (with OLM and PS
as independent variables) for the post-test results. There was a significant main effect
of OLM on the overall test scores (F (3, 52) = 4.903, p = .031, n2 = .078), as well as
on the conceptual items (F (3, 52) = 5.212, p = .026, n2? = .082). No significant main
effect was found for the procedural items. In short, the two OLM conditions per-
formed better on the post-test than the two groups who did not have access to the
OLM. We then looked at process measures from the tutor log data to determine
whether having access to the OLM significantly influenced students’ behaviors while
learning with the tutor. The process measures shown in Table 3 are commonly used in
Cognitive Tutor studies [7]. As shown in Table 3, the two OLM conditions made
fewer incorrect attempts, requested fewer hints and had a lower average assistance
score ((hints + incorrect attempts) / total steps). ANOVAs (with OLM and PS as in-
dependent variables) show that there was a marginally significant main effect of OLM
on incorrect attempts (F (3, 52) = 3.608, p = .062, n? = .059), and a significant main
effect of OLM on average assistance score (F (3, 52) = 3.292, p = .009, n? = .116).
There was no significant main effect of OLM on the number of hints.

Table 3. Means and SDs of process measures for all four conditions

OLM+PS OLM-+noPS noOLM+PS  noOLM+noPS

Total number of problems  32.80 (9.15)  36.93 (11.50)  34.23(6.51) 39.31(9.30)

Incorrect attempts per step 248 (.180) 261 (.164) .337 (.256) 364 (.182)
Hints per step 157 (L138) .190 (.178) 221 (.197) 268 (.433)
Average assistance score .260 (.178) .268 (.166) 321 (.123) .532 (.368)

Effects of Problem Selection (PS). ANOVAs (with OLM and PS as independent va-
riables) found no significant main effect of PS on the overall post-test score or on the two
categories of post-test items separately. For log data, the students in the PS conditions
made fewer incorrect attempts, requested fewer hints, had a lower average assistance
score, and needed fewer problems to reach mastery in the tutor. The effect of PS was
marginally significant on the average assistance score (F (3, 52) = 3.292, p = .075, n? =
.056), but was not significant for the other dependent measures mentioned above.

Effects of the Interaction between OLM and PS. We did not find any significant
interactions between OLM and PS on the post-test results. From the log data, we
found an interaction that was on the borderline of significance for the average assis-
tance score (ANOVA, F (3, 52) = 2.804, p = .100, n2 = .049). Specifically, when stu-
dents did not have access to the OLM, control over problem selection led to a lower
assistance score, whereas with access to the OLM, their assistance score was the same
regardless of whether they had control over problem selection.
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Self-Assessment (SA) Accuracy. We also evaluated students’ self-assessment accu-
racy. Figure 4 shows the frequencies of each self-assessment score (on the left) as
well as how students’ actual test performance relates to their self-assessment
score (on the right). For both pre- and post-tests, the actual test scores increase as the
self-assessment scores increase. We also compared students’ self-assessment scores
on the pre- and post-tests. A repeated measures ANOVA reveals that students’ self-
assessment scores increased significantly from pre- to post-test (F (1, 52) = 13.078, p
= .001, n? = .201; pre-test Mean = 4.706, post-test Mean = 5.270). No significant
differences were found between the conditions.

Frequencies of each SA score Actual test grades correpsonding to each SA score

35 - 08
0.7
06

mPre-Test |,
Post-Test | o3

® Pre-Test
Post-Test

0.2
0.1

1 2 3 4 5 6 7 2 3 4 5 6 7

Self-assessment (SA) score Self-assessment (SA) score

Fig. 4. The frequencies of different SA scores and the distribution of the test performance

Table 4 shows students’ absolute accuracy of self-assessment (the lower the index,
the better students’ self-assessment). An absolute accuracy index of .14 means that a
student answers a question correctly and s/he is 62.6% confident (according to
Schraw [10], 50% confident is considered to be moderately accurate). Therefore, as
shown in Table 4, the students had moderate to high accuracy of self-assessment. No
significant differences were found among the conditions.

Table 4. The absolute self-assessment (SA) accuracy for different conditions

OLM+PS OLM-+noPS noOLM+PS  noOLM+noPS

Pre-test SA accuracy 186 (.163) .146 (.145) 147 (128)  .143 (.146)
Post-test SA accuracy 127 (.115) .127 (.088) .166 (.077)  .106 (.084)

4 Discussion, Conclusion and Future Work

We conducted a controlled classroom experiment to investigate the effectiveness of
having access to an OLM and having problem selection in an ITS, an area where not
much empirical work has been conducted. Firstly, the pre- and post-test results reveal
that students’ knowledge of solving linear equations improved significantly, with
large effect sizes on both the procedural problems and whole test, affirming the effec-
tiveness of the tutor. Secondly, having access to an OLM resulted in better perfor-
mance on the post-test. OLMs are a common feature in ITS. Although much
effort has been put into the design and evaluation of the OLMs, and it has often been
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theorized that OLMs enhance the effectiveness of ITSs, we know of no prior experi-
mental studies that had demonstrated an OLM significantly enhances student learning
compared to a noOLM condition. The advantage of our OLM conditions suggests that
the reflective self-assessment activities scaffolded by the OLM can significantly en-
hance students’ learning outcomes, similar to the paper-based support in White and
Frederiksen [12]. Specifically, students were prompted to reflect and self-assess on
their learning status after each problem, with the display and updating of the OLM
functioning as implicit feedback on their self-assessment. In this way, students might
have been reminded of the errors and difficulties they had while solving each
problem, as well as how they had corrected/resolved them. Such reflective process
could enhance their understanding and help them learn from their errors. In addition,
being exposed to their progress could also keep the students alerted the whole time.
They would be more careful and motivated to stay focused on the learning. As
revealed by the log data, the students with the OLM needed significantly less assis-
tance from the system and made marginally significantly fewer incorrect attempts.

Thirdly, we did not find any significant main effect of PS on post-test results. In the
log data, we only found that the students in the PS conditions had a marginally signif-
icant lower assistance score, suggesting that having control over problem selection
leads to a somewhat smoother experience when solving problems. We also found the
interaction between OLM and PS was on the borderline of significance for the aver-
age assistance score. When students had to select their own problems, they might be
spurred to be more careful and active in their learning process, as evidenced by the
lower assistance score. However, the fact that no significant results were found on the
post-test suggests that more studies are still needed to investigate whether and how
problem selection can enhance students’ learning outcome in ITSs.

In regard to self-assessment, we found that students’ self-assessment scores (confi-
dence ratings) increased significantly from pre- to post-test, with a large effect size.
Another interesting finding is that the participating students generally had moderate to
high accuracy of self-assessment on the procedural problems, which is different from
what have been observed in lots of prior work focusing on memory tasks and reading
comprehension [5]. One explanation could be that the superficial features of equations
correspond well with their difficulty levels, i.e. equations with more terms (or with
parentheses) normally are more difficult. Consequently, it might be easier for the
students to make accurate self-assessment on these questions. However, the mechan-
isms of self-assessment for different learning tasks need to be clarified in future
research. Regardless, the increased self-assessment, especially given that it was accu-
rate, should be viewed as positive result in its own right; arguably, learning is not
truly robust if not accompanied by accurate self-assessment.

In sum, the present study shows that having an OLM while learning with a tutor
leads to better learning outcomes, while the effects of having control over problem
selection still need further investigation. Our findings help establish that reflective
self-assessment is beneficial for students learning with math problem solving tasks in
ITSs. To the best of our knowledge, our study is the first controlled experiment that
supports the theoretical claim that OLMs can enhance students’ learning outcomes.
The future design of effective OLMs should consider incorporating features that can
facilitate students’ self-assessment to better support metacognition and Self-Regulated
Learning.
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Abstract. In this paper, we explore the potential of gaze data as a source of in-
formation to predict learning as students interact with MetaTutor, an ITS that
scaffolds self-regulated learning. Using data from 47 college students, we show
that a classifier using a variety of gaze features achieves considerable accuracy
in predicting student learning after seeing gaze data from the complete interac-
tion. We also show promising results on the classifier ability to detect learning
in real-time during interaction.

Keywords: student modeling, eye-tracking, self-regulated learning.

1 Introduction

Student modeling is known to be a difficult problem because there is often a large gap
between students behaviors observable by an Intelligent Tutoring Systems (ITS) and
the students’ states and processes that the ITS needs to model in order to provide per-
sonalized instruction. One approach that is being explored to address this problem is
to investigate the use of sensors that can help reduce the gap between the student’s
relevant states and what an ITS can observe about them.

This paper contributes to this body of research by exploring the value of eye-
tracking data (also referred to as gaze data from now on) in assessing student learning
during interactions with MetaTutor, a multi-agent ITS that scaffolds self-regulated
learning (SRL) while students study material on the human circulatory system [1].
This research is part of a larger endeavor to understand and model the relations
among affect, cognition and meta-cognition in learning with MetaTutor, by leverag-
ing multi-channel data sources including think-aloud protocols, eye-tracking,
human-agent dialogue, log-file, embedded quizzes, galvanic skin response, and face
recognition. We decided to start by focusing on gaze data, because there is already
evidence that it can provide useful information on all the student modeling dimen-
sions we are interested in: cognitive [e.g. 2—4], metacognitive [5] and affective [6, 7].
We start by investigating if and how gaze data can be used to predict learning in
MetaTutor because tracking whether a student is learning is important for a tutoring
agent to decide when to provide personalized instruction.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 229-238] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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The main contribution of this paper are results showing that gaze data can indeed
be a useful source of information to predict student learning with MetaTutor. This
result is especially important because it does not exist in isolation. Similar research
using a different type of learning environment (an interactive simulation to support
learning by exploration), also found that gaze data was a good predictor of student
learning [3]. Therefore, the results reported here contribute to confirm the importance
of gaze data as a predictor of learning across different types of learning environments,
that can be leveraged for providing real-time personalized support.

In the rest of the paper, Section 2 summarizes related work. Section 3 describes
MetaTutor, and the study that generated the data used in this paper. Section 4 de-
scribes how we trained classifiers on eye-tracking data to predict student learning.
Section 5 reports the classification results, followed by conclusions and future work.

2 Related Work

Eye-tracking has been the focus of increasing interest in student modeling, as a way to
track user’s states and processes at the cognitive, meta-cognitive and affective level. At
the cognitive level, in addition to [3], discussed above, Gluck and Anderson [4] used
gaze data to assess student problem-solving behaviors within an ITS for algebra, includ-
ing attention shifts, problem disambiguation and processing of error messages. Sibert et
al. [8] explored gaze tracking to assess reading performance in a system for automated
reading remediation that provides support if a user gaze patterns indicate difficulties in
reading a word. D’Mello et al. [2] show that tracking a student’s attention toward a Peda-
gogical Agent in a dialogue-based ITS and generating prompts to guide this attention,
improves student learning. At the meta-cognitive level, [5] shows that using gaze data
improves a student model’s ability to track students’ self-explanation behaviors (i.e.
generating explanations to one-self to improve one’s understanding), and consequent
learning. At the affective level, Qu and Johnson [6] leveraged gaze data to assess student
motivation in an ITS for teaching engineering skills. Muldner et al. [7] looked at
pupil dilation to detect relevant student affective and meta-cognitive states during the
interaction with an ITS that supports analogical problem solving.

In the context of modeling students’ SRL processes, so far researchers have mainly
relied on mining action logs. For instance, Kinnebrew and Biswas [9], used sequence
mining on action logs to identify effective and ineffective behaviors in students inte-
racting with Betty’s Brain, an ITS for scaffolding SRL via teachable agents. Bouchet
et al. [10] performed similar work with MetaTutor, the ITS used in this paper.
Sabourin et al. [11], mined both actions and students self-reports on their affective
states for the early prediction of SRL processes during interaction with Crystal Island,
a narrative-based and inquiry-oriented serious game for science.

3 MetaTutor Study

MetaTutor is an adaptive hypermedia learning environment which includes 38 pages
of text and diagrams, organized by a table of contents displayed in the left pane of the
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environment (see Figure 1') [1]. Text and diagrams are displayed separately in the
two central panels of the interface. In addition to providing structured access to rele-
vant content, MetaTutor also includes a variety of components designed to scaffold
learners’ use of SRL processes and their learning of science topics, such as the human
circulatory system. Four pedagogical agents (PAs) are displayed in turn in the upper
right-hand corner of the environment. Each agent provides spoken prompts and feed-
back on various SRL processes. For example, one PA assists the student in establish-
ing two learning sub-goals related to the overall learning goal for the session (see top
horizontal panel in Figure 1, with sub-goal panel right below). The shading of the
sub-goal bars in the corresponding panel shows the student’s current progress towards
completing that sub-goal as the interaction proceeds.

o MetaTutor(erson 125) AR T  E AR T

| Time Left

. 54:51

Your goalis to leam all you can about he Circulatory System. Specifically, be sure to leam aboutall the
i v and thair purpose ystem, ¥ indivi ‘and how they support the healthy funciioning of the|

| Complete Subgodl |
| Add Now Subaoal |
Functions
Functions Cont See Contents in Full View [FTesming Shategies |

| Functions Cont

.+ Components Circulatory System: Functions (2/2) fimwet] biuto:
Tell you what | aiready
o Heart know about this
The circulatory system is essential for the proper
Systems of Creulation [functioning of the immune system and for coagulation. e
Other Aspects of CS The immune system is complex; it consists of several
Greulatory Systom Dissases | [|8/Fferent kinds of white blood cells that coordinate with e bi e
lone anather to fight infections. White blood cells and White blood
€S in Non-Humans # " . it
antibodies travel in the blood and are taken to the site of cells e
infections, where they work to fight disease. et stk vl
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Imarrow; platelets will break from megakaryocytes into Taite eolew
ithe bloodstream and these, along with coagulation N, ¢ ) Make an inference
[factors produced by the liver, travel in the blood and Platelets 9 ” v/ Summarize
I assemble in areas where blood vessels are damaged to v QB! 2
I initiate the clotting process to stop the bleeding and —

repair damaged vessels.

.
. '—Red blood cell '

Red and whiteblood cells in the artery |

Fig. 1. Sample MetaTutor interface

Other SRL processes supported by the PAs include taking notes, writing summa-
ries of the viewed content, evaluating one’s current understanding, etc., and they can
be initiated via the learning strategy palette displayed in the right interface pane.

A study was conducted in 2012 with the goal of collecting multi-channel data to
examine the role of cognitive, metacognitive, and affective processes during learning
with MetaTutor [12]. The study included two conditions: one (adaptive) in which the
Meta-Tutor’s PAs provided prompts and feedback adapted to each student’s
performance; another (non-adaptive) in which prompts and feedback were generic.
The study consisted of two sessions. In the first, participants (university students
who were randomly assigned to the two study conditions) completed a pre-test on the

! The boxed areas in the figure indicate Areas of Interest used for eye-tracking, as described in
Section 4.
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circulatory system and demographics questionnaires. The second session started with
the calibration of apparatuses, including a Tobii T60 eye-tracker”. Next, each partici-
pant watched video tutorials on SRL processes and related interface functionalities,
and was then asked to set two sub-goals for the session. After that, the participant
interacted with MetaTutor for one hour, followed by a post-test. In this paper, we
focus on exploring whether the gaze data collected in the study can be leveraged to
predict student learning, as measured by the study pre- and post-tests The next section
describes how we built gaze-based classifiers to achieve this goal.

4 Classification Experiments

For the current work, we used 64 participants with eye-tracking data collected in the
study described above. For the subsequent analysis, we focused on data related to
students interacting with MetaTutor, excluding parts of the interaction during which
participants were watching video tutorials.

The Tobii T60 eye-tracker used in the study is embedded in a LCD screen and thus
it is non-intrusive, because it does not constrain participants’ movements. While this
is a great asset, the down side is that the collected data can be noisy and needs valida-
tion. One source of noise is due to participants looking away from the screen, which
the eye-tracker interprets as invalid data. These look-away events happen when there
are pauses in the session or when students use one of the tools provided by MetaTutor
to submit typed text to the system (e.g., while writing summaries on the material seen
so far)’. We created scripts to parse the study action-log files for these events and
remove the corresponding segments from gaze data.

A second source of noise is due to actual eye-tracking errors that generate invalid
gaze samples. Participants with gaze data that include too many invalid samples need
to be discarded because the missing data makes it difficult to draw reliable inferences
from these participants’ attention patterns. To account for this source of noise, we
adopted the data validation process discussed in [3], which essentially discards partic-
ipants that have less than 80% valid samples overall, as reported by the eye-tracker
(after removing known look-away events). The validation process resulted in
discarding 16 users, leaving a total of 48 for the actual classification study.

4.1 Gaze Features

An eye-tracker captures gaze information in terms of fixations (i.e., maintaining gaze
at one point on the screen) and saccades (i.e., a quick movement of gaze from one
fixation point to another). Gaze patterns are further defined by measures that represent
gaze direction, including absolute path angles (i.e., the angle between a saccade and

? Precision/accuracy for X are 0.18-0.36°/0.4-0.5°, for Y are 0.18-0.30°/0.4-0.6°. The smallest
distinguishable size of Area of Interest is 30 by 30 pixels.

3 These activities can be reliability tracked using action logs, and will be included as part of our
future work.
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the horizontal) and relative path angles (i.e., the angle between two consecutive
saccades). Following the approach suggested in [13], and followed in [3], we com-
puted a large variety of features based on raw gaze data. These are divided into two
types. The first type was generated by applying summary statistics such as mean and
standard deviation (SD) to the above measures, taken independently of the specific
interface layout. This process generated 10 features representing general gaze trends
that do not take into account the nature of the interaction with MetaTutor (see Table
I, “no-AOI” column, where AOI stands for Area of Interest). The second type
consists of features that do incorporate interface-specific information in terms of sa-
lient areas, or AOIs, of the MetaTutor’s interface. We defined seven of these AOIs
(labeled with rectangles in Figure 1): Text Content, Image Content, Goal, Subgoals,
Learning Strategies Pallete, Agent and Table of Contents.

Table 1. Description of gaze-based features

No-AOI Features AOI-based Features

Rate and Number of Fixations Fixation rate in AOI

Mean and SD of Fixation Duration | Proportion of fixation time and fixation number in AOI

Mean and SD of Saccade Length Duration of longest fixation

Mean and SD of Relative Path | Proportion of transitions from every other AOI to the
Angles current one (7 different features)
Mean and SD of Abs Path Angles

For each AOI, we calculated the following features: rate of fixations, proportion of
time and number of fixations, and duration of longest fixation. We also included the
proportion of transitions from every other AOI to the current one. Proportional meas-
ures were used to assess the relative magnitude of attention devoted to each AOI over
the course of a complete interaction. In total, there are 77 AOI-based features (sum-
marized in the second column of Table 1). In the classification experiments described
next, we trained separate classifiers on each of the two feature sets described above,
as well as on a third feature set obtained by combining the two, referred to as the Full
feature set from now on. Our goal is to ascertain the relative importance of AOI
dependent and AOI independent features in predicting student learning.

4.2  Training Classifiers on Gaze Data

A large number of features can lead to over-fitting when only relatively small datasets
are available for training. To avoid this issue, we reduced the number of features by
performing wrapper feature selection [14]. This approach is based on searching sub-
sets of the available features to find one that gives the classifier with the highest accu-
racy, where the search is greedy if the initial set of features is large (as is the case for
our Full and AOI-based feature sets). To further reduce the likelihood of over-fitting,
the feature selection process was cross-validated. For each of the original feature sets,
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the final set of features was obtained by discarding all features that appeared in less
than 10% of the cross validation folds.

Classification labels were generated by dividing students into High Learners (HL)
or Low Learners (LL) based on a median split of their learning performance, meas-
ured as proportional learning gains (PLG), namely the ratio of the differences between
post and pre-test scores, and between maximum post-test score and pre-test. One out-
lier was excluded, resulting in a dataset of 47 participants. It should be noted that, in
this dataset, we found no significant differences between users from the adaptive and
non-adaptive study conditions described in Section 3* (t(45) = -0.77, p = 0.45, Co-
hen's d = 0.23). Thus, for the purpose of our analysis, it makes sense to collapse the
two groups. Performing a median split on this dataset resulted in 23 LL (Mean PLG =
0.93, SD = 36.05), and 24 HL (Mean PLG = 67.01, SD = 16.48). Given these labels,
we used the WEKA data mining toolkit to train a variety of classifiers with feature
selection on our three feature sets: Full, AOI-based and no-AOI. The next section

summarizes our results.

5

5.1

Results

Classification Accuracy

Table 2. Accuracy and Kappa5 scores for different classifiers and feature sets

Accuracy (%)
Full Feature set Overall IL HL Kappa

Simple Logistic Regression 783 | 7043 | 85.83 0.56
Multinomial Logistic Regression 61.28 | 66.52 | 56.25 0.23
Naive Bayes 71.7 513 91.25 0.43
Random Forest 64.48 | 67.83 | 61.67 0.29
Multilayer Perceptron 66.59 | 60.86 [ 72.08 0.33

AOI-based Feature set Overall LL HL Kappa
Simple Logistic Regression 64.47 513 77.08 0.28
Multinomial Logistic Regression 54.47 51.3 57.5 0.09
Naive Bayes 69.57 | 56.52 | 82.08 0.39
Random Forest 68.08 | 72.61 | 63.75 0.36
Multilayer Perceptron 56.59 513 ] 61.67 0.13
No-AOI Feature set Overall LL HL Kappa
Simple Logistic Regression 52.55 | 60.43 45 0.05
Multinomial Logistic Regression 583 | 6043 [ 56.25 0.17
Naive Bayes 52.34 | 45.65 | 58.75 0.04
Random Forest 48.93 | 48.69 | 49.17 -0.02
Multilayer Perceptron 55.96 | 54.78 | 57.08 0.12

* There was also no significant difference in PLGs between the two conditions in the original

group.
3 As per [15] kappa: <0.2 is poor; 0.21-0.4 is fair; 0.41-0.6 is moderate; >0.61 is good.
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All the results reported here are based on 10-fold cross-validation, with 10 runs per
fold, and pertain to the 5 best performing classifiers among the ones we tested
(Simple Logistic Regression, Multinomial Logistic Regression, Naive Bayes, Random
Forest and Multilayer Perceptron). Table 2 reports, for each feature set (Full, AOI-
based and No-AOI): overall accuracy (percentage of data points correctly classified),
accuracy on each class (LL and HL), and kappa scores (another commonly used
measure of accuracy that accounts for agreement due to chance)[16].

To ascertain the impact that different feature sets have on classification perfor-
mance, we performed two, two-way ANOVA with feature set (3 levels) and classifi-
ers (5 levels) as factors on both overall accuracy and kappa-scores. The two analyses
generated analogous results, thus here we discuss only results on overall accuracy,
because they are easier to interpret in terms of practical classification performance.

965 - i Fuill
= 60 - 7 = —@— AOkbased
655 +—— =" "w B no-AOI

Simple Logistic  Multinomial Naive Bayes Random Forest Multilayer
Regression Logistic Perceptron
Regression

Fig. 2. Overall accuracy of the 5 classifiers over the 3 features sets

Figure 2 shows the mean of overall accuracy for each combination of classifier and
feature set. There are significant main effects of both classifier (F(4, 36) = 9.01,
p<0.001, np2 = 0.50) and feature set, (F(2, 18) = 112.55, p<0.001, r]p2 = 0.93), further
qualified by a significant interaction between factors, F(8, 72) = 16.63, p<0.001,
r]p2=0.65), showing that classifier type influences the relative accuracy that can be
achieved with each feature set. We performed planned contrast analysis (with corres-
ponding Bonferroni adjustments) to gain a better understanding of the relative value
of AOI-dependent and AOI independent features. This analysis shows that, in general,
the performance of the classifiers that were trained on the Full feature set is signifi-
cantly better than those trained on AOI-based features (t(72) = 6.21, p<0.001,
Cohen’s d = 1.46). The latter classifiers, in turn, perform better than those trained on
no-AOI (t(72) = 9.53, p<0.001, Cohen’s d = 2.24). In particular, the highest overall
accuracy is achieved by Simple Logistic Regression on the Full dataset (78.3%, kappa
= 0.56), which also shows good balance in class accuracy (70.4% on LL and 85.8%
on HL as shown in Table 2).

We see this result as strong evidence of the value of eye-tracking data as a source
of rich information in student modeling, because it shows that gaze information can
be a good predictor of student learning, even before taking into account other student
interaction behaviors (e.g., interface actions). Furthermore, this result seems to
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generalize across at least some learning environments that are different in nature,
because similar accuracies were found in [3], where the authors looked at how gaze
data predicts learning with an interactive simulation to support exploratory learning.

Simple Logistic regression on the Full dataset performs significantly better
(t(72)=4.12, p<0.001, Cohen’s d = 0.97) than the best performing classifier on AOI-
only features, namely Naive Bayes (69.6% accuracy, kappa = 0.39). This classifier is
also quite unbalanced in terms of class accuracy (56.5% for LL, and 82% for HL),
indicating that AOI-independent features have considerable added value when com-
bined with AOI-dependent ones, although on their own they do not perform that well.
It is interesting to see that the importance of having a combination of AOI-dependent
and AOI-independent features is confirmed by the results of feature selection. For the
Simple Logistic Regression classifier, which showed the best overall accuracy on the
Full feature set, 14 features were selected: 4 AOI-independent features (mean and
standard deviation of fixation duration, rate of fixations and mean of relative path
angles), and 10 AOI-dependent ones. These include:

e 7 features describing proportion of transitions between AOIs: (i) from Table of
Contents, Learning Strategies Palette and Text Content to Subgoals; (ii) from Table
of Contents to Overall Learning Goal; (iii) from Table of Contents and Image Con-
tent to Learning Strategies Palette; (iv) from Text Content to Table of Contents.

e Longest fixation in Overall Learning Goal;

e Proportion of time and number of fixations spent in Subgoals.

It is worth noting that seven out of the ten AOI-based features are related to Overall
Learning Goal and Subgoals AOIs, suggesting that attention to these elements is in-
deed important for assessing learning with MetaTutor. The next most frequent AOI to
appear in this set, with two related features, is the Learning Strategies Palette, also
supporting the importance of this element in gauging learning with MetaTutor. A
notable absence is related to any feature involving the Agent AOI. As described in
Section 3, the MetaTutor agents provide spoken feedback and prompts during interac-
tion. The fact that attention to the Agent AOI does not seem to play a role in our clas-
sification results may be due either to the fact that learners do not need to always look
at an agent to process its audio prompts and feedback or, if they do, to the fact that
agents’ prompts and feedback do not impact learning enough to help detect it (an
explanation supported by the lack of difference in learning between the adaptive and
non-adaptive conditions in the original MetaTutor study).

5.2 Accuracy over Time

The results in the previous section show that gaze data can be a rather powerful
source of information to predict student learning, when data from the complete inte-
raction with MetaTutor is available. Here we explore whether it can also be a source
of information for detecting a student’s learning performance during interaction with
MetaTutor, to support real-time personalized help and feedback when needed. To
address this question, we simulated online system conditions by incrementally feeding
gaze data from the Full feature set to the best performing classifier from the previous
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Fig. 3. Accuracy over time (Simple Logistic Regression, Full feature set)

section (Logistic Regression), and calculated overall and class accuracy (cross-
validated) at regular intervals of 2 minutes.

Figure 3 shows the result of this process, i.e., the accuracy over time (overall and
for each class) of the Logistic Regression classifier on the Full dataset. The classifica-
tion accuracy starts growing above a baseline that predicts the most likely class (HL)
based on a simple median split (51% overall accuracy), after seeing about 28% of the
data (28.70 minutes from the beginning of the session). After seeing about 37% of the
data (36.61 minutes), overall accuracy stabilizes above 72%, with some small fluctua-
tions. The average accuracy over the session was 68.83%. We argue that these results
provide strong support for using eye-tracking data as a source of on-line prediction of
student learning, because they are obtained for an interactive system without even
considering interface actions. We expect that combining features based on gaze data
and features based on interface actions (e.g., taking notes, writing summaries, number
of content pages visited, number of sub-goals completed) will boost accuracy over
time, a finding that has already been observed in [17], where this approach was used
on the interactive simulation discussed in [3].

6 Conclusions and Future Work

We presented research on understanding the value of gaze data to predict student
learning during interaction with MetaTutor, an ITS that supports the acquisition of
SRL processes. Our results show that gaze data alone achieves 78% classification
accuracy on student learning after seeing all data from an interaction, and reaches
72% accuracy after seeing 37% of the data. These results replicate findings obtained
by previous research using a different type of learning environment, and confirm
the value of using gaze data as a source of information that ITSs can leverage to
assess student learning and react accordingly. Our next step will be to combine
gaze data with other multi-channel data sources (e.g., interaction logs, facial expres-
sions of emotions), to see how this increases classification accuracy. We also
plan to repeat this analysis to predict student states at the affective level (e.g. curiosi-
ty, boredom).
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Abstract. This paper describes a method for improving students’ help-seeking
behavior by creating a teammate relationship between intelligent tutors and
students. Help seeking in intelligent tutors involves student self-regulation as
described in learning theory and can be explored from the perspective of social
psychology. We describe an experiment in which ninety-seven students were
randomly assigned to treatment and control conditions and students in the
treatment group were supported to relate to the Wayang Math Tutor as
teammates by providing the help button named “Work Together”. The result
suggests that students who treated the tutor as teammates saw more hints (asked
for more hints), exhibited reduced quick-guessing behavior and did not abuse
hints while working together to solve math problems.

Keywords: Help seeking, Intelligent tutoring system, Human- computer interaction.

1 Introduction

If students need help while learning in a classroom, they might ask their teacher. Instead,
intelligent tutoring systems aim to provide individualized support in the form of adaptive
interactive learning environments, where students can work at their own pace [1]. These
systems have been widely used in education [2]. One interesting question that has not
been asked is “What do students think is the role of the intelligent tutor?” Is it a substitute
teacher, a helper, a friend? Do students treat the system as a human or just as a learning
tool? Research shows that by manipulating student identity and creating a team
relationship between humans and computer, students can be influenced to think that the
information from the computer is of better quality and relayed in a more friendly way [3].
In this paper, we explore whether students who are encouraged to build up a teammate
relationship with the intelligent tutor, to collaboratively solve math problems with it, are
motivated to engage in more productive use of the system, such as effective use of the
help-seeking behavior, and whether just attempting to change this relationship with the
tutoring system supports improved math learning behavior among students.

This paper describes research to begin to unpack and understand the value of adjusting
learning with individualized software for individuals, specific groups of students and
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special social contexts. Since one-size-fits all education does not work, it is important to
understand the factors that do influence and bias individual student academic success.

1.1  Background and Related Work

Caring Relationships with Students. Students need caring environments in which to
learn [4] [5] and long-term relations with caring individuals. Providing such care once or
twice during class is supportive; however, learning is greatly enhanced if that caring
includes long-term empathy and support [6]. Caring relationships are associated with
high academic performance and various studies have linked interpersonal relationships
between human teachers and students to highly motivated outcomes [7]. Additionally,
collaboration between friends seems to foster greater development of scientific reasoning
and self-efficacy than does collaboration between acquaintances [8][9]. Can this noted
human relationship be reproduced, in part, by empathy from a computer character?
Apparently the answer is yes [10]. People seem to relate to computers in the same way
they relate to humans and some relationships are very similar to real social connections
[11]. For example, students continue to engage in frustrating tasks on a computer
significantly longer after an empathetic computational response and have immediately
lowered stress level (via skin conductance) after empathy and an apology from animated
characters.

If computers are to interact naturally with humans to support learning, they must
demonstrate social and caring skills, express social competencies and recognize student
affect. Affect is central to human cognition and strongly impacts student learning. Many
learning theories recognize the need for social learning. For example, activity theory
suggests that people are socio-culturally embedded actors (not processors or system
components) [12]. Findings from neuroscience suggest that all learning is affective in
nature and every person’s ideas contain some affective components [13]. Some scholars
even suggest that a major weakness in traditional psychology is to separate intellect and
affect [12]. Though most intelligent tutoring systems that attempt to build rapport with
the learner do so through politeness, actual human peer tutors employ a great deal of
impolite and face-threatening behavior [14].

Help-Seeking Behavior and Self-regulation in Intelligent Tutors. Research has shown
that effective help-seeking behavior can positively influence students’ learning outcomes
while working with educational technologies [1][15]. However, existing literature in the
help-seeking behavior field has indicated that learners often do not use available help
facilities effectively [1]. Research posits two main forms of ineffective help use in
intelligent tutoring systems, or help misuse, including help avoidance (the underuse of
help) and help abuse (the overuse of help) [1]. Help avoidance describes learning in
which help is avoided even though students are obviously in need of help [15][16]. Help
abuse describes learning in which help is used too often, possibly so the student can see
bottom-out hints and the correct answer without understanding the content of the hints
(1I[17].

Help seeking is a skill of self-regulation [18]. A successful learner usually has good
self-regulatory strategies to control her cognitive processes of learning, including
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monitoring comprehension, planning what needs to be done, determining how to
overcome obstacles and evaluating her progress. Intelligent tutoring systems often
provide contextual hints that help students solve problems step-by step [1]. Students
should decide how much help they need and ask for different level hints from the tutor to
see detailed problem-solving steps in order to solve a problem. Therefore, self-regulation
plays an important role in the facilitation of learning outcomes in the context of
intelligent tutoring systems.

Existing research builds on cognitive self-regulated learning theory and its focus on
having tutors deliver metacognitive feedback to advise students and influence better
help-seeking behavior performance [3]. From a social psychological perspective, forming
team relationships with the computer makes learners more likely to be influenced by the
computer [3]. Little research exists regarding help-seeking behavior from a social
psychological perspective in the context of intelligent tutoring systems.

Rectangle ABCD has the following measurements: side BC is 8
and side CD measures half of the side BC. What is the arca of
rectangle ABCD?
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Fig. 1. The Wayang Outpost Math Tutor interface. An animated companion provides
individualized comments and help tools are available in the vertical bar (left).

Intelligent Tutoring System Testbed. This research was conducted using the Wayang
Mathematics Tutor, see Figure 1. Like a human tutor, the tutor identifies student skills
and modifies its presentation to provide missing skills.'" The tutor uses an adaptive
mechanism that tailors the sequencing of problems to identify a student’s most critical
cognitive skills, adapts the next problem, provides individualized responses and predicts
the likelihood of success on future problems [19]. The tutor uses cutting-edge research in
cognitive science, interactive and active learning, multiple learning paths, embedded
assessment, frequent feedback, and scaffolded learning [19][20]. It identifies the
resources that are available to students, including animated color-coded hints with sound,
videos, explanations, worked-out examples, and video-game-like adventures to practice
real world issues and challenges.

! Wayang Outpost is described in detail at http: //wayangoutpost .com
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The tutor begins with skilled student assessment and placement and continues with
individualized instruction and problems adapted for student learning needs. This solution
has shown great improvement for at-risk students, including underrepresented students
(females, minorities and students with disabilities) [21]. The Wayang system provides
cultural support for minority students through animated companions that look like
minority students (Hispanic and African-American), use expressions from each culture
and provide individual help, see Figure 2. In controlled randomized studies, the use of
animated companions improved students’ math attitudes, increased their motivation and
reduced their frustration and anxiety [19][20][21]. Females and students with disabilities
reported increased confidence and decreased frustration while working with companions.
Gender differences were reported for the impact of animated companions on student
affect; for example, matching the gender of students with that of the animated companion
is best for all learners and companions are particularly beneficial for girls.

Fig. 2. Multi-cultural animated pedagogical agents show a range of emotion. Companions act
out their emotion and talk with students expressing full sentences of cognitive, meta-cognitive
and emotional feedback.

The Wayang software provides cultural companions and learner analytics while
students solve mathematics problems, see Figure 2. The software identifies students’
skills and emotion and adapts its problems and responses to how well each individual
student performs with a particular assignment. It determines the level at which students
are working and provides appropriate problems. Students receive immediate feedback
about how they are doing and make choices about what kind of problem to see next
(easier, harder), thus giving weight to their opinions[22].

The system provides real time assessment of student progress and performance
involving several existing and validated instruments (e.g., pre and posttests involving
state standardized questions; affective surveys and self-reports) [22]. These instruments
were used to measure the impact of the tutor on student achievement and on a variety of
students’ affective states [19][20]. For example, we use log data (e.g., how long students
spend solving problems, how many hints they request, etc.) to calculate dependent
evaluation variables, such as effort or interest. We use pre- and post-tests to measure



Teammate Relationships Improve Help-Seeking Behavior 243

performance in mathematics. The system provides careful sequencing, monitoring, and
control of the learning process. When students achieve mastery of initial steps in a
sequence, they are more likely to make satisfactory progress in subsequent, more
advanced steps. Frequent assessment informs teachers and students when additional time
is needed to master a particular objective. There is ample evidence that students of all
ages and abilities can be taught study skills that can increase their achievement [23]. A
student’s total learning time and problem completion record is strongly related to future
course success. Studies have also shown that the value of doing homework increases
significantly when instructors’ assessment and comments are presented to students in a
timely fashion and along with individualized feedback.

The purpose of this study is to investigate whether students’ help-seeking behavior can
be enhanced in intelligent tutoring systems by taking a social psychological perspective,
specifically, by manipulating students’ relationships with a mathematics tutor. We
explored two research issues: Do students have better learning outcomes when they learn
with a tutor as a teammate and do students engage in effective help-seeking behavior
when they work together with a tutor to solve problems as a team.

2 Method

2.1  Design and Participants

Students were randomly assigned to two groups and both groups worked with the
Wayang Tutor. One group worked with the tutor manipulated to support a team
relationship (treatment group) and the other half of students worked with the non-
manipulated tutor (control group). 115 students in four classes were enrolled in this
study; one teacher taught two classes each with 28 students and another teacher taught
two classes with 34 and 25 students. Students were in Grade 7-8 from one school in a
medium size city in Massachusetts. However, 18 students did not complete the posttest
(12 out of 57 students in the treatment group and 6 out of 58 students in the control
group). Pretest score means from these 18 students in both conditions were not
significant with p value =. 091>. 05). Thus, data is analyzed from only 97 students’ data
(48 female and 49 male).

2.2  Materials

In this study, we rely on Wayang Outpost, an intelligent tutoring system [2] that helps
students solve mathematics problems, see Figure 1. These problems commonly
appear on Massachusetts’s standardized tests. To answer problems in the Wayang
interface, participating students choose an answer from a list of multiple-choice
options. Wayang provides immediate feedback on students’ answers by coloring them
red (the answer is incorrect) or green (the answer is correct) in the interface. During
problem-solving steps, if students do not know how to solve the problem at hand, they
ask the tutor for step-by-step hints by clicking the “Help” button at left side tool bar in
the interface, see Figure 1.
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2.3  Instruments

Students in the treatment group received a button named “Work Together” instead of
a button named “Help”. In order to enhance the team relationship they also received
the prompt started by “Dear <student’s name>.” They were prompted to solve math
problems with the tutor as a teammate and were advised to “click” the button called
“work together” if they didn’t know how to solve the problem, so the tutor could help
them. Instead, students in the control group were prompted only with “Dear student”,
without showing a specific student’s name [24]. They were prompted to ask for help
by clicking on the “Help” button if they did not know how to solve problems.
Students in both conditions received the same content of step-by step hints if they
asked for help from the tutor. They saw a prompt screen every time they logged in to
remind them to ask for help if they did not know how to solve a problem.

2.4 Procedure

Students worked with the Wayang Outpost math tutor during six 50-minute classes
during three weeks. Pre and posttests were administered on the first and last day of the
series. The Wayang tutor recorded students’ pre and posttests scores and detailed
interactions with the tutor in the log files.

2.5 Data Analysis

Students’ posttest scores were used to analyze students’ learning outcome. We also
analyzed the difference between students’ pretest scores and posttest scores for their
learning gain in order to understand their learning improvement. Data from the log files
in the Wayang Math Tutor were used to analyze students help-seeking behavior results.
The log files recorded total number of problems seen, total hints seen, total problems
with abused hints (student rushing through hints to get to the last hint which revealed the
correct answer) and total problems that were quick-guessed (quickly making attempts
until the correct answer was revealed). An independent-samples t-test was conducted to
compare results between treatment and control group.

3 Results

To answer our first research question, do students learn more when they work with the
tutor as a team member; an independent-samples t-test was conducted to compare
students’ posttest scores and learning gains (from pretest scores to posttest scores) in
treatment and control conditions. There was no significant difference in the posttest scores
for treatment group (M=69.22, SD=27.13) and control group (M=71.30, SD=23.15)
conditions; t (95)=-4.07, p = 0.69. Nor was there a difference between treatment group
(M=-4.58, SD=23.98) and control group (M= 1.11, SD=17.52) conditions with regard to
learning gain from pretest scores to posttest scores; t (95)=-1.35, p= 0.18. These results
suggest that changing the interface towards building up a team relationship between a
student and Wayang may not have an effect on students’ learning outcomes and learning
gains.
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Table 1. Independent-samples t-test results and effect size (Cohen’s d)

Treatment  Control t value pvalue  Cohen’sd
group group
(N=45) (N=52)
69.22% 71.30 95 0.69 0.08

Percent Posttest (27.13) (23.15)

-4.58% 1.11% 95 0.18 0.27
Learning Gain (23.98) (17.52)

73 64 95 0.18 0.29

Number of
(31.73) (30.34)

Problems Seen

35 16 56 0.02%* 0.50
Total Hints Seen (50.46) (20.48)

5.71% 4.98% 95 0.70 0.08

Percent Hint
(10.68) (7.55)

Abused Problems
Percent Quick 9.27% 15.37% 82 0.14 0.30
Guessed (14.36) (24.84)
Problems
* p<0.05

The second research question was to evaluate whether a team relationship between
a student and Wayang leads to a better help-seeking behavior. An independent-
samples t-test was conducted to compare students’ help-seeking behavior in treatment
and control group conditions. We found significant difference in the total number of
hints requested by students for the treatment group (M=35, SD=50.46) and control
group (M=16, SD=20.48) conditions; t (56)=2.33, p = 0.02. These results suggest that
attempting to build a team relationship between a student and Wayang with a “Work
Together” button can affect the number of hints requested by students. Specifically,
our results suggest that when students are encouraged to consider the tutor as their
teammate they ask for more help from the system and see more hints. There was a
lower frequency of quick-guessed problems in the treatment condition; t (82)=-1.50,
p= 0.14, though it was not significant. That is, fewer students rushed into providing
quick answers to problems: treatment group (M=9.27, SD=14.36) and control group
(M=15.37, SD=24.84).

Students in the treatment group saw many more hints, and apparently they were
using them in a good way — as there was no significant difference with regard to hint
abuses across conditions; t (95) =0.39 p =0.70; treatment group (M=5.71, SD=10.68)
and control group (M=4.98, SD=7.55). There was no significant difference with
regard to the number of problems seen by students; t (95)=1.36, p= 0.18; though
students in the treatment saw more problems: treatment group (M=73, SD=31.73) and
control group (M=64, SD=30.34).
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4 Discussion

The results in our study show that only by changing the label of a button to encourage
building a team relationship between a student and the tutor may not have an effect on
students’ learning outcomes and learning gains. However, results suggest that such
modifications do have an effect on students help-seeking behavior. Our results seemed to
confirm a previous study that found an improvement in help-seeking behavior but no
improvement in students’ learning outcome [25].  Students actually saw more hints
(requested more help from the tutor) when they solved math problems with the tutor as a
teammate. Fewer students who worked with the tutor as a partner quick-guessed answers
to problems, although this difference was not significant. There was no significant
difference in abuse of hints, even though students saw more hints. This is a positive
improvement of students’ help-seeking behavior, since improved help seeking behavior
is a first step in improving understanding of mathematics. Perhaps a longer study with
more students and a more extensive pre and posttest might show improved learning gain
and future studies should address this.

The limitation of the study is a somewhat weak manipulation towards building the
team relationship between students and computer. We placed students’ names in the
prompt screen to make the tutor sound friendlier and changed the name of the “Help”
button to “Work Together.” We actually are unclear whether students considered the
tutor a teammate to work with instead of a learning tool. What kind of relationship and
how close the social relationship do students develop with the tutor? Did students think
of the tutor as a teammate instead of a supporter and helper? It is very promising to be
able to see how small changes such as this one can impact students’ help-seeking
behaviors. Survey and interviews should be conducted in future studies in order to
understand how students see the role of an intelligent tutoring system.

5 Conclusions and Future Work

It is promising to improve students help-seeking behavior in intelligent tutoring systems
by introducing the social psychological perspectives. By building up a relationship with a
computer, students enhance their own self-regulatory skills. Since improved help seeking
behavior is a first step in improving the understanding of math, perhaps a longer study
with more students and a more extensive pre and posttest might show an improvement in
learning gain.

In future work, we hope to focus on how to strengthen manipulation of the affiliating
relationship in human-computer interaction. For example, in this study, we did not
manipulate factors involving the companions’ gender and ethnicity. In future work, we
intend to change features of the companions to strengthen the human-computer
interaction. Additionally, redesigning more interactive learning tasks instead of providing
only multiple-choices questions will engender more cooperation with the computer [26]
and so enhance interdependence [3] with the computer to complete the learning goal.
We also hope to move from virtual agents that are merely friendly to those that act as
friends; from those that inform to those that also relate; and from those that offer help to
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those that truly care. One research challenge is to build companions that can gather and
use information from one session to the next and apply this deeper understanding to
realize an ongoing relationship with learners. We intend to investigate relationships that
last over multiple sessions. The learning companion relationships studied to date have
been relatively short term and not meant to create the feeling of sustained friendship,
interpersonal relationship, or develop any kind of social capital between student and
agent. We hope to extend prior work to build companions that use relational behaviors
(e.g., empathy and social chat) to establish a social bond with students to maintain
engagement over time and keep students returning again and again.
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Abstract. According to Self-Regulated Learning theories, self-assessment by
students can facilitate in-depth reflection and help direct effective self-regulated
learning. Yet, not much work has investigated the relation between students’
self-assessment and learning outcomes in Intelligent Tutoring Systems (ITSs).
This paper investigates this relation with classrooms using the Geometry Cogni-
tive Tutor. We designed a paper-based skill diary that helps students take ad-
vantage of the tutor’s Open Learner Model to self-assess their problem-solving
skills periodically, and investigated whether it can support students’ self-
assessment and learning. In an experiment with 122 high school students, stu-
dents in the experimental group were prompted periodically to fill out the skill
diaries, whereas the control group answered general questions that did not in-
volve active self-assessment. The experimental group performed better on the
post-test, and the skill diaries helped lower-performing students to significantly
improve their learning outcomes and self-assessment accuracy. This work is
among the first empirical studies that successfully establish the beneficial role
of self-assessment in students’ learning of problem-solving tasks in ITSs.

Keywords: Skill diaries, problem solving, periodic self-assessment, intelligent
tutoring system, open Learner model.

1 Introduction

Researchers of Intelligent Tutoring Systems (ITSs) have been studying how to
enhance students’ metacognition in order to support their domain-content learning in
ITSs, focusing for example on goal setting, self-explanation, help-seeking, gaming the
system, and error correction [6, 11]. Some studies demonstrate that metacognitive
support in ITSs can significantly improve students’ domain level learning outcomes
[6]. However, there has not been much work that investigates students’ self-
assessment in ITSs, which is also a critical metacognitive skill. Self-assessment refers
to students’ ability to evaluate their learning status (how well they are learning/have
learned). It is thought to be important in two ways. First, the process of self-assessing
may help students reflect on their learning, which might result in improved learning
outcomes [5]. Second, according to theories of self-regulated learning, accurate
self-assessment can help students make good future learning plans [13].

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 249-B58] 2013.
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Empirical studies from cognitive and educational psychology have demonstrated a
correlation between accurate self-assessment and good learning outcomes. That is,
students who assess their own learning more accurately tend to have better learning
outcomes [2]. Further, Thiede and colleagues [10] found that improved self-
assessment can lead to better re-study choices during learning. However, previous
work mainly studied the relationship in the context of memory tests or reading com-
prehension, whereas ITS researchers tend to focus on problem solving. The nature
of self-assessment of problem-solving abilities may well be different from simple
memory tests or reading comprehension.

Although not much work has been conducted, some ITS researchers have found in-
teresting and promising results regarding self-assessment. Roll et al. [8] designed a
self-assessment tutor that scaffolded students’ self-assessment at the start of each
section of the tutor curriculum. They found that this tutor improved students’ self-
assessment on better-mastered problems and that students were able to transfer im-
proved self-assessment in other tutor units [8]. However, this study did not look at
whether the self-assessment tutor also enhanced students’ domain level learning [8].
Feyzi-Behnagh, Khezri and Azevedo [4] found that by providing metacognitive
prompts and feedback, students’ self-assessment accuracy improved as well as their
learning efficiency (but not the learning effectiveness) when learning with an ITS.
Therefore, in spite of these promising initial results it is still an open question how an
ITS can support accurate self-assessment in a way that improves robust learning.

A number of researchers have recognized the potential of inspectable Open Learner
Models (OLMs) to support students’ self-assessment and learning outcomes [1].
However, the promise is not always met. For example, Hartley and Mitrovic [5] com-
pared students’ learning gains with or without access to an OLM, but they did not find
a significant difference between the two conditions. They only found the less able
students’ performance improved significantly from pre- to post-test in both conditions
[5]. In a previous interview study related to the Geometry Cognitive Tutor [7], a
widely-used type of ITS [3], we found that students inspect the tutor’s OLM (the
“Skillometer”) frequently, underlining its potential to support students’ self-
assessment. We also found, however, that they do not actively use it to reflect or self-
assess and that students’ self-assessment appears not to be significantly influenced by
the Skillometer [7]. Thus, simply presenting an inspectable OLM by itself may not be
an effective way to support self-assessment, and additional scaffolding may be
necessary. It is an open question what form of scaffolding might be most effective and
how interactive it will need to be. White and Frederiksen [12] found that paper-based
periodic reflective activities can enhance students’ learning significantly. Hence a
periodic paper-based method that scaffolds students’ use of the Skillometer to help
with self-assessing may be similarly effective in an ITS. Therefore, as a first step
towards enhancing the Skillometer with self-assessment support, we created a
structured, paper skill diary that prompts students to keep track of their skill growth
(aided by the Skillometer) while they are learning with a Cognitive Tutor. We con-
ducted a classroom study to test the hypothesis that periodically using the skill
diaries can enhance both students’ self-assessment accuracy and their learning of
math problem-solving skills with the Geometry Cognitive Tutor.
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2 Methods

2.1  Participants, Experimental Design, and Procedure

We conducted the study in a local public high school in Pittsburgh in which the Geo-
metry Cognitive Tutor is used as part of the mathematics instruction. A total of 122
students participated and were randomly assigned to two conditions (experimental vs.
control). The experimental group periodically filled out skill diaries during their work
with the Cognitive Tutor, while the control group periodically answered general ques-
tions about the tutor unit they were working on with a control diary. The students
came from two math teachers’ 6 Geometry Cognitive Tutor classes. For a total of
three class periods (around 45 minutes per period), the students covered four sections
of the Cognitive Tutor that dealt with volume and surface area of prisms and spheres.

The two groups followed the same procedure: they were first given a pre-test,
learned with the Cognitive Tutor for three class periods over consecutive school days,
and were then given a post-test following the last tutor class. After the pre-test, the
two versions of the diaries (described below) were handed out to the students. During
each of the three Cognitive Tutor class periods, the teachers prompted the students to
stop twice to fill out the skill/control diaries.

The pre-tests and post-tests were isomorphic and incorporated structurally equiva-
lent Cognitive Tutor problems and transfer problems. There were two parts on both
tests. In part I, the to-be-solved problems were shown to the students, while they only
needed to rate “How confident are you that you can solve this problem” on a 7-point
Likert scale. In part II, students actually solved the problems.

2.2 The Skill Diary and Control Diary

We designed the skill diary to facilitate students’ self-assessment both on the skill
level and the problem level. There were two kinds of entries in the skill diary: regular
entries and end of the day entries. During the three class periods, students were
prompted by the teachers to stop and fill out one regular entry twice per class period,
and filled out an end of the day entry at the end of each class period. For each of the
regular entries, there were three major self-assessment tasks. Firstly, students needed
to copy their skill bars from the Skillometer. Secondly, they answered a series of
questions in regard to each of the skills listed in the Skillometer, such as “Since the
last Tutor problem, this skill has become better/worse/the same?”, “Have you had any
practice on this skill yet in this unit? Yes/No/Not Sure”, and “In your own opinion, do
you need more practice on this skill? Yes/No/Not Sure” (Figure 1 shows a filled
out diary page for this task). These questions aimed to facilitate students’ active
self-assessment with the help of the Skillometer. Thirdly, students were asked to rate
several specific tutor problems regarding how confident they are in solving these
problems based on a 7-point Likert scale (Figure 2 shows an example). The
confidence rating on tutor problems was included to enhance students’ self-
assessment and reflection on the specific problems they encounter in the tutor. It took
students about 5 minutes to fill out one regular entry. At the end of each class period,
students needed to fill out an end of the day entry that asked them to reflect on their
overall learning for that day.
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3. Please fill out the table below based on your current learning status in the Tutor:

Since the fast Have you had In your own
tutcfr prlublem. any practice Inyour own cpinion, rate cpinion, do
this skill has on this skill your mastery of this skill you need more
. become.... yetin this from 1-7. practice on this
Skill (check one) unit? (check 1= poer te skill? {check
one} 7 =very good onej
. ‘M Better [ Yes [ Yes
Enter given prism height’ L0 same Ono i e Q g w" :
L O Worse Biot sure 1,23 4.5.6.7. I Not sure
Enter given rectangular prism Sﬁer g.{ES oDooDoo ‘l [m] ED Yes
dimension of base ame e 9 o
O Worse 1234567 O Not sure
i SRR S Weeter Oives £ ves
Enter given triangular prism E [ Sarne O o R o o ND
dimension of base 3 - O . T Elno i
! : ¥ /O Worse “Nm sure O Notsure
[ Better O ves [ Yes
Find area of base of rectangular prism  ®ShSame o ooao E{ oo Byo
o a Worse [J Not sure 128 458 [ Not sure
SRR ; ‘. Cl Better M Yes : Clve e
. 5 . : ¢ o 3
Find area of base of trisngular prism 1 [l Same No : 0.0l H N G =No - I
iy : ; . Wlgorse . Dhgotswe 1 28 45 87 1 ot sure
O Better O Yes £ Yes
Find rectangular prism volume [ Same [ Ne ooo N oon ahlpo
Sworse 8ot sure 123 4587 [J Mot sure

Fig. 1. Self-assessment on the skill level in the regular entry of the skill diary

4. Look at problems A, B, C, D, E and F below (do NOT solve them!). Rate how confident you
are that you can solve each of them from I — 7. (Circle one number: 1= Not Confident, 7=Very
Confident.)

A. Your aunt makes a fruit cake for a family reunion. The pan she uses is a right rectangular
prism. In the prism, CD = 4 centimeters, AD = 2 centimeters, and
DH = 3 centimeters, what is the volume of this block?

Not Confident Very Confident
[ T = 5 6 7

Fig. 2. Self-assessment on the problem level in the regular entry of the skill diary

We also designed a control diary that simply asked students general questions
about their learning process, such as “have you seen this problem so far in this unit?”
These questions were designed to not spur or facilitate active self-assessment. The
layouts and structure of the skill diary and control diary were designed as similar as
possible to avoid introducing confounding factors between groups.

3 Results

We gathered valid data for 47 students in the control group and 48 in the experimental
group. We analyzed students’ pre-test and post-test performance, Cognitive Tutor log
data and self-assessment accuracy. We report partial n? for effect sizes of main effects
and interactions. An effect size partial 2 of .01 corresponds to a small effect, .06 to a
medium effect, and .14 to a large effect (Cohen’s guidelines for effect sizes).
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3.1 Test Performance on Pre and Post Tests

First, we analyzed whether there were significant learning gains from pre-test to post-
test. There were 7 problems on the pre-test and 10 problems on the post-test. The pre-
and post-tests shared 5 items that were in the same format but had differing numbers.
Students’ answers were graded from O to 1, with partial credit where appropriate.

To assess the students’ improvement from pre-test to post-test, we compared their
performance on the shared items. Overall, both groups improved significantly from
pre- to post-test (repeated measures ANOVA, F (1, 93) = 13.103, p = .000, n? = .123)
on the whole test. The group differences were not significant on the pre-test or the
post-test. We then divided the test items into two categories: reproduction (isomor-
phic to the problems in the tutor) and transfer problems. We found that the experi-
mental group did significantly better than the control group on the reproduction
problems on the post-test (F (1, 93) = 3.861, p = .052, n? = .040), but we found
no significant difference between two groups on transfer problems (F (1, 93) = .056,
p = 814, 12 = .001)". In sum, scaffolding students’ self-assessment with offline skill
diaries lead to better learning, although not better transfer of knowledge.

Table 1. Means and SDs for Reproduction and Transfer Problems (Shared Items)

Pre-Test Post-Test Pre-Test Post-Test

(Reproduction) (Reproduction) (Transfer) (Transfer)
Experimental Group 0.545 (.340) 0.620 (.292) 0.499(.217) 0.579(.263)
Control Group  0.456 (.444) 0.494 (.333) 0.464 (.218) 0.567 (.238)

We also investigated the effectiveness of the skill diary for different ability groups.
We expected the skill diaries to be especially effective for the lower-performing
group, with respect to both domain level learning and self-assessment accuracy. This
expectation was based on prior results by Hartley and Mitrovic [5], who found that an
inspectable OLM had a stronger influence on the learning of lower-performing
students. We used the median pre-test score (.557) to divide the sample into a
lower-performing group with 47 students (average pre-test score: .362) and a higher-
performing group with 48 students (average pre-test score: .707). Table 2 shows
the higher and lower performing students’ performance on pre- and post-test. For the
lower-performing students, the difference between conditions on post-test reproduc-
tion problems was significant (F(1, 44) = 4.586, p = .038, n? = .094; pre-test reproduc-
tion problem score was used as co-variate), whereas no significant condition effect
was found within the higher-performing group. No significant condition effects were
found for transfer problems within the two ability groups either.

! Although we did not find a significant group effect on the pre-test, when we used the pre-test
scores as co-variate, the difference between two groups on reproduction problems was on the
borderline of significance (F (1, 92) = 2.747, p = .101, 2 = .029), suggesting that part of the
difference between the two conditions might be accounted for by pre-test differences.
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Table 2. Means and SDs for Reproduction Problems by Ability Groups

Pre-Test Pre-Test Post-Test Post-Test

(Experimental)  (Control) (Experimental)  (Control)
Lower-Performing Group  0.346 (.451) 0.163 (.350) 0.527 (.468) 0.300(.390)
Higher-Performing Group ~ 0.744 (.409)  0.738 (.752) 0.713 (.382) 0.679 (414)

3.2  Process Measures from Cognitive Tutor Log Data

Next, we investigated how the scaffolded self-assessment activities (i.e., the skill
diaries) may have influenced students’ learning processes within the tutor. Metacogni-
tive processes themselves are unobservable, which is why we looked in the log data
for learning behaviors that may be strongly related. Specifically, we looked at: 1) the
number of tutor hints students requested; 2) the time students spent on each hint they
received from the tutor; 3) the number of incorrect attempts in the tutor; 4) the
average assistance score ((hints + incorrect attempts)/total number of steps) in the
tutor and 5) the average time students spent on each step. Repeated measures
ANOVAs were used with these five process measures from the four tutor sections.
The condition (experimental or control) was used as the independent variable.
Previous Cognitive Tutor learning data indicated that the four targeted sections vary
significantly in their difficulty levels. We found that:

1) The control group asked for significantly more hints per step than the experimen-
tal group. The main effect of condition was significant (F (1, 93) =4.762, p = .032, n?
=.049).

2) The experimental group spent significantly more time per hint received. The
main effect of condition was significant (F (1, 138) =5.265, p =.023, 2 =.037).

3) The control group made more incorrect attempts per step. The main effect of
condition was marginally significant (F (1, 93) = 3.006, p = .086, n> =.031).

4) The control group had a significantly higher assistance score. The main effect of
condition was significant (F (1, 93) = 5.388, p = .022, n2 = .055). The control group
also needed more assistance (compared to the experimental group) in the more diffi-
cult sections. The interaction between condition and tutor sections was marginally
significant (F (3, 279) = 2.281, p = .080, n? = .024).

5) The control group spent more time (compared to the experimental group) to
finish each step in the more difficult sections. The interaction between condition and
tutor sections was significant (F (3, 279) = 2.624, p = .051, n? = .027).

Correlations between Process Measures and Test Performance. We calculated the
Pearson correlations between these measures and students’ test scores. These correla-
tions can help us further interpret whether the differences between conditions on the
process measures suggest more effective learning for the experimental condition. As
shown in Table 3, the number of hints, number of incorrect attempts and average
assistance score are highly correlated with students’ pre- and post-test scores, and the
negative correlations mean that students with better test performance needed less
help and made fewer errors in the tutor. Additionally, the time spent on each hint is
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significantly correlated with post-test scores. The positive correlations between this
process measure and test scores point out that students who have better test perfor-
mance spent more time studying each hint they received.

Table 3. Correlations between Process Measures and Test Performance

Number of Time Spent Number of Average Time Spent
Hints on Each Hint  Incorrect Assistance on Each Step
Attempts Score
Pre-Test ~ -.558 (.000)** .199 (.087) -350 (.000)**  -519 (.000)**  -.188 (.067)

Post-Test  -.474 (.000)**  .336 (.003)**  -317 (.002)** -466 (.000)** -.199 (.053)
** indicates significant level <.01

3.3  Accuracy of Self-Assessment

We also looked at whether the skill diaries influenced the accuracy with which stu-
dents assessed their own problem-solving ability. Schraw [9] summarized two tradi-
tional approaches to measure students’ self-assessment accuracy: the relative accuracy
and absolute accuracy. For relative accuracy, Gamma and Pearson correlations have
been widely used by researchers. For absolute accuracy, Schraw introduced the fol-
lowing formula:

Absolute Accuracy Index = %Z{":l (c; — pi)? (1)

where “N” represents the number of tasks, “c” stands for students’ confidence ratings
on their ability to finish the task while “p” represents their actual performance on that
task. The index thus measures the discrepancy between self-assessed and actual per-
formance. The higher the absolute accuracy index, the worse students’ self-
assessment is. In this paper we only report the results of absolute accuracy. The
Gamma correlations were also calculated and led to similar conclusions.

Table 4 shows the absolute accuracy of self-assessment for both conditions. Re-
peated measures ANOVAs (with the condition as the independent variable) revealed
that both groups improved significantly from pre- to post-tests on accuracy of self-
assessment (main effect of test time (pre/post): F (1, 93) = 4.369, p = .039, n? = .045).
The interaction between condition and test time was not significant (F (1, 93) = .023,
p = .881, n2 =.000), nor was the main effect of condition (F (1, 93) =.798, p = .374,
n?=.009).

Table 4. Means and SDs of the Two Groups’ Absolute Accuracy of Self-Assessment

Pre-Test Post-Test
Experimental Group 0.290 (.133) 0.253 (.128)
Control Group 0.270 (.137) 0.238 (.108)
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We compared the self-assessment accuracy of higher- and lower-performing stu-
dents, given previous work that suggests that better students tend to be more accurate
in their self-assessment [2]. As shown in Table 5, on both tests the higher-performing
group had a lower absolute self-assessment accuracy score, which indicates more
accurate self-assessment of their learning. One-way ANOVAs show that the differ-
ences between higher- and lower-performing students on pre-test and post-test were
both significant (F (1, 94) = 18.699, p = .000, n? = .167 and F (1, 94) = 10.064, p =
.002, 0?2 =.098). This finding is aligned with previous literature [2].

Table 5. Means and SDs of Absolute Accuracy of Self-Assessment by Ability Groups

Pre-Test Post-Test
Lower-Performing Group 0.336 (.153) 0.283 (.109)
Higher-Performing Group 0.226 (.086) 0.209 (.117)

Next we looked at the higher- and lower-performing groups separately. Within the
lower-performing group, paired T-Tests revealed that students in the experimental
condition improved significantly with respect to self-assessment accuracy from
pre-test to post-test (t(23) = 2.257, p = .034), whereas students in the control group
did not. Within the higher-performing group, there were no reliable differences
between the conditions.

4 Discussion, Conclusion and Future Work

Theories of self-regulated learning emphasize the importance of accurate self-
assessment, but little is known about how self-assessment of problem-solving skills
(as opposed to memory or reading comprehension) relates to learning, whether and
how supporting self-assessment might lead to better skill acquisition, and what kind
of support is most effective. The learner modeling capabilities of ITS would seem to
provide unique advantages not shared with other learning technologies, as argued in
the introduction, but to what extent is this promise met? We investigated whether skill
diaries, designed to help students take advantage of an OLM to self-assess periodical-
ly, had beneficial effects with respect to learning outcomes and self-assessment accu-
racy. The results show that students who learned with skill diaries performed better on
post-test reproduction problems, compared to control group students, especially the
lower-performing students. The results support the hypothesis that periodic self-
assessment scaffolded by an OLM can significantly enhance students’ learning. This
work is among the first empirical studies that successfully establish the beneficial role
of self-assessment in students’ learning of problem-solving tasks in ITSs.

To better understand how skill diaries might enhance learning, we analyzed tutor
log data to study and compare the learning behaviors of students with and without the
skill diaries. This analysis revealed differences in learning behaviors between the
conditions. Students who learned with skill diaries needed fewer hints but spent more
time on the hints they requested, which pointed to more appropriate use of help from
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the tutor. Correlation analysis also revealed that the time students spent on each hint
positively correlate with their test scores. Furthermore, in more difficult sections of
the tutor, the control group spent more time on each step and had a higher average
assistance score. Both the time per step and average assistance score correlate nega-
tively with students’ test scores, which suggests that the experimental group students
learned more effectively and efficiently in harder sections.

The results from log data suggest how the use of a skill diary might enhance stu-
dents’ learning outcomes. Firstly, when prompted to copy their skill bars and answer
specific self-assessment questions both on the skill and problem levels, students might
be more likely to notice skills that they have not yet mastered, as well as problems
they are not yet good at. They might then reflect on the errors they made on these
skills and problems, as well as on how they corrected them with help from the tutor or
their teachers. Such reflection and self-assessment may be more rare without skill
diaries. Secondly, based on theories of self-regulated learning [13], self-assessment
can help students to direct attention and effort to address the content that they have
not yet mastered. Despite the structured nature of Cognitive Tutors, students can regu-
late their learning in that they decide when to receive help messages from the tutor.
Therefore, when students went back to the tutor after filling out the diary, with their
self-assessment in mind, they might use the tutor’s hints more deliberately, which
could help them master the not-yet-mastered skills. Thirdly, the diaries explicitly
directed students’ attention to the change of their skill bars, which might help them be
more alert and motivated to stay focused on their learning. The fewer incorrect at-
tempts in the tutor may have provided evidence for this change in students’ learning
behaviors. In the future, we may conduct think-alouds and interviews to further inves-
tigate the mechanisms of how the skill diary or periodic self-assessment works to
enhance students’ learning outcomes.

We also found significant improvement on the accuracy of self-assessment for
lower-performing students who used the skill diaries. Previous studies [2] have do-
cumented students’ overconfidence when self-assessing their learning status, which
was more severe for the lower performing students. Skill diaries may have broken the
illusion of mastery for the lower-performing students during the learning process, so
they could form a more objective view of their learning.

We did not find significant benefits for higher-performing students, with respect to
both the learning outcomes and self-assessment accuracy. It is possible that the high-
er-performing students already possess good self-assessment, so there is not much
room for improvement. But it will still be worth investigating in the future why the
intervention was more helpful for lower-performing students, and how we can support
all students’ self-assessment and learning outcomes effectively.

To sum up, both test results and log data from the present study help to empirically
establish the beneficial role of self-assessment in learning of problem-solving tasks in
ITSs. Although theories of self-regulated learning have emphasized the critical role of
self-assessment in learning, our study is among the first rigorous classroom studies
which have successfully illustrated the benefits of periodic self-assessment for
problem-solving tasks in ITSs. The critical features of the skill diary, namely, prompt-
ing students’ self-assessment periodically both on the skill level and problem level,



258 Y. Long and V. Aleven

can be transferred to build online tools integrated with the OLMs that support
students’ self-assessment and metacognition in ITSs.
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Abstract. This study investigates students’ essay revising in the context of an
intelligent tutoring system called Writing Pal (W-Pal), which combines strategy
instruction, game-based practice, essay writing practice, and automated
formative feedback. We examine how high school students use W-Pal feedback
to revise essays in two different contexts: a typical approach that emphasizes in-
tensive writing practice, and an alternative approach that offers less writing
practice with more direct strategy instruction. Results indicate that students
who wrote fewer essays, but received W-Pal strategy instruction, were more
likely to make substantive revisions that implemented specific recommenda-
tions conveyed by the automated feedback. Additional analyses consider the
role of motivation and perceived learning on students’ revising behaviors.

Keywords: intelligent tutoring systems, writing instruction, writing strategies,
automated feedback, natural language processing, motivation.

1 Introduction

Writing is a complex process comprising planning, drafting, and revising phases [1-
2]. Planning refers to the generation and organization of ideas prior to writing and
drafting translates writers’ initial ideas into a coherent text that communicates main
ideas. Central to the current work, revising entails the refinement of a text to better
achieve writers’ goals. Skilled writers engage in more substantive revising that
addresses deeper organization, meaning, and rhetorical strength (e.g., elaborating
and restructuring arguments), which is more likely to improve overall essay quality
[3]. However, many students tend to ignore revising or make only unproductive,
superficial edits to address spelling, grammar, and mechanical issues [3-6].

Writing Pal (W-Pal) is an intelligent tutoring system developed to improve stu-
dents’ writing and revising [7-8]. Via animated lessons and educational games, W-Pal
offers explicit strategy instruction and practice for planning, drafting, and revising.
Importantly, students can also author essays and receive automated formative feed-
back informed by natural language processing (NLP) algorithms [9]. In this study, we
investigate students’ use of such feedback to revise their essays. Specifically, we con-
sider whether and how students can use automated feedback to guide substantive
revisions, and how revising may be influenced by explicit strategy instruction.

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 259-268] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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1.1  Revising and Computers

Research on revising indicates that many students rely on superficial edits rather than
substantive revisions [3-6]. For example, Bridwell [4] analyzed Grade 12 students’
essay revisions at seven grain sizes: surface, words, phrases, clauses, sentences, mul-
tiple sentences, and text level. All students revised, but most revisions occurred at the
word (31.2%) or surface level (24.8%). Students revised primarily by improving word
choice and by correcting mechanical errors. Similarly, Crawford et al. [5] examined
the revisions of Grade 5 and Grade 8 students. These elementary and middle school
students’ revisions also focused on the word (~40%), level (~25%), or punctuation
level (~20%), although these edits did lead to moderate increases in essay quality.

Efforts to improve students’ revising processes have focused on strategy instruc-
tion [3, 10-11] and computer-based scaffolds [12-13]. For example, Midgette et al.
[11] provided Grade 5 and Grade 8 students with one of three revising goals: general-
ly improve, elaborate the content, or elaborate the content and consider the audience.
Students given an audience goal were better able to revise their essays to address
alternative perspectives (i.e., substantive revisions), although essay quality did not
differ across conditions. Similarly, Butler and Britt [10] analyzed the revisions of
undergraduates given no training, a global revision tutorial (i.e., substantive revisions
of sentences, paragraphs, or whole text), an argument revision tutorial (i.e., precise
language and addressing counterarguments), or both tutorials. Students who received
either tutorial engaged in more substantive revising and improved overall argument
quality, whereas students who received no training focused on less-productive super-
ficial edits. Thus, strategy instruction appears to facilitate substantive essay revising.

Other research has explored the benefits of automated writing evaluation (AWE)
systems that combine automated scoring with error feedback [12-14]. Such systems
seek to improve students’ writing and revising by enabling substantially more writing
practice than is often feasible given classroom time constraints [13]. In practice, re-
search on AWE has focused on scoring accuracy. Human and computer-assigned
scores correlate around .80 to .85, and many systems report 40-60% perfect agree-
ment between human and computer scores, and 90-100% adjacent agreement (i.e.,
scores within 1 point) [12, 15]. However, accurate scoring does not guarantee that
students are able to implement the feedback. For example, Criterion [16] utilizes NLP
and statistical modeling to automatically score essays and generate feedback related to
errors of organization, development, grammar, usage, mechanics, and style. Attali
[17] investigated Criterion with thousands of Grade 6 through Grade 12 students —
over 33,000 essays were submitted to the system. Most of these essays (71%) were
not revised. However, analyses showed that students who did revise implemented
superficial edits along with occasional substantive revisions to discourse elements.

As computer-based supports for writing gain educational and commercial promi-
nence, it is crucial to explore whether and how students can use automated feedback
to revise their essays. Moreover, it is important to consider how explicit strategy in-
struction and AWE can be synthesized to support revising. To address these ques-
tions, we examine essay revising in the context of the W-Pal tutoring system.
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1.2  Writing Pal

W-Pal offers writing strategies via eight writing modules comprising instructional
videos, narrated by pedagogical agents, and educational practice games (Table 1). The
videos provide background information about key writing tasks (e.g., writing a thesis)
and decompose the goals and operations for each strategy. Multiple strategies are
often organized by acronymic mnemonic devices, which can facilitate students’ recall
and use of the strategies [18]. Completing the lessons unlocks games that allow stu-
dents to practice specific strategies. In identification games, students examine short
texts and essay excerpts to identify strategy applications or exemplars. For example,
in Fix-It, players attempt to identify problems exhibited in introduction, body, or con-
clusion paragraphs. In generative games, students author short texts while applying
one or more strategies. For example, in Speech Writer, players help a friend on the
debate team by reviewing a “speech” for key problems and then revising that speech.

Table 1. Writing Pal (W-Pal) Writing Strategy Modules, Lesson Videos, and Practice Games

Module Strategy Lessons Practice Games
Prologue Meet the Student
Practice Makes Perfect
Freewriting Figure Out the Prompt Freewrite Flash
Ask and Answer Questions
Support with Evidence
Think about the Other Side
Planning Positions, Arguments, and Evidence  Planning Passage

Introduction Building

Outlines
Flowcharts

Thesis Statements
Argument Previews
Grab the Reader’s Attention

Mastermind Outline

Essay Launcher
Dungeon Escape
Fix It

Body Building Topic Sentences RoBoCo
Evidence Sentences Fix It
Strengthening Your Evidence

Conclusion Building Summarize the Essay Lockdown

Close the Essay
Hold the Reader’s Attention

Dungeon Escape
Fix It

Paraphrasing Synonym Strategy Adventurer’s Loot
Structure Strategy Map Conquest
Condensing Strategy
Splitting Strategy

Cohesion Building Signpost Strategy Undefined & Mined
Threading CON-Artist
Connectives Strategy

Revising Add More Speech Writer

Removing Irrelevant Details
Moving Essay Sections
Substituting Ideas
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Similar to AWE systems, W-Pal also allows students to write and revise prompt-
based essays like those on standardized exams. Essays are automatically scored via
NLP algorithms developed using Coh-Metrix and related tools [9], which provide a
key source of the artificial intelligence of the system. Within technologies that accept
natural language as input, students’ responses are open-ended and potentially
ambiguous. When a user enters natural language into a system and expects useful and
intelligent responses, NLP is necessary to interpret that input. In service to these
goals, W-Pal utilizes Coh-Metrix to analyze text on multiple dimensions, including
co-referential cohesion, causal cohesion, density of connectives, lexical diversity,
temporal cohesion, spatial cohesion, and LSA. Coh-Metrix also calculates syntactic
complexity and offers psycholinguistic data about words (parts-of-speech, frequency,
concreteness, imagability, meaningfulness, familiarity, polysemy, and hypernymy). A
variety of methods, including regression, discriminant function analysis, and machine
learning, are used to combine indices in models that assign scores (or qualitative
thresholds) to essays as a whole or essay sections (e.g., a conclusion paragraph).

In W-Pal, submitted essays receive a holistic rating from Poor to Great (6-point
scale). Essays then receive formative feedback on specific writing goals and strate-
gies, implemented through a series of algorithmic thresholds assessing Legitimacy,
Length, Relevance, Structure, Introduction, Body, Conclusion, or Revising. Unlike
most AWE systems, W-Pal provides no feedback on low-level errors and provides
less feedback overall to avoid overwhelming users [14]. W-Pal automatically gives
one feedback message on one Initial Topic (i.e., the first problem detected in the
series of checks). Subsequently, students can voluntarily request more feedback on
that topic or on one additional Next Topic (i.e., the next problem detected). Up to ten
total feedback messages, five per topic, can be requested by the students. Below is an
example of a complete feedback message on the topic of conclusion building:

Skilled writers attempt to hold the reader’s attention throughout each segment of the essay. One way to

ensure your essay conclusion is interesting to your reader is to use an attention-holding technique.

e These techniques help your reader connect to the essay on a personal level.
e A simple technique is to use personal stories that have not been previously discussed in the essay.
e Consider this prompt: “Is it always better to tell the truth?” A personal anecdote might discuss

how, after having hurt your mom’s feelings by telling a lie, you learned a lesson about honesty.

In sum, W-Pal strives to integrate strategy instruction and essay-based practice with
automated feedback. We hypothesize that strategy instruction will facilitate revising
[10-11] by providing students with concrete methods of implementing the automated
feedback, and perhaps by influencing their perceived ability to do so [19]. Thus, in
this study, we consider 1) whether and how students can use automated feedback to
inform substantive essay revisions, and 2) how revising occurs in two contexts: a
typical AWE approach that emphasizes intensive writing practice (i.e., writing many
essays with automated feedback) and an alternative approach that offers significantly
less writing practice (i.e., fewer essays) but with more direct strategy instruction.
Additionally, we explore relationships between students’ use of feedback to revise
and their self-reported motivation and perceptions of the system.
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2 Method

2.1  Participants

High school students (rz = 65) from an urban area in the southwest United States parti-
cipated in a 10-session summer program using W-Pal. The average age of students
was 16, with 70.8% females. Ethnically, 6.2% of students identified as African-
American, 15.4% as Asian, 24.6% as Caucasian, and 44.6% as Hispanic. Average
grade level was 10.2 with 35.4% of students reporting a GPA of 3.0 or below. Most
students self-identified as native English speakers (n = 38) although many self-
identified as English Language Learners (ELL, n = 27). An analysis of prior writing
ability found no difference between native speakers and ELLs, #(62) = 1.05, p = .30.

2.2  Procedures

Students in the W-Pal condition began each session by writing and revising one SAT-
style persuasive essay and then completing one instructional module (i.e., total of 8
practice essays on different topics). Students were allotted 25 minutes to draft their
essay and 10 minutes to revise after receiving feedback. Subsequently, they studied
the strategy module of the day and played the educational games. In the Essay condi-
tion (n = 32), students wrote and revised two essays per session (i.e., 16 practice es-
says), but did not complete any lessons or games. Sessions lasted about 1.5 hours for
both conditions with equivalent time on task.

2.3  Data and Coding

Corpus. Students wrote and revised a combined total of 770 essays. Original and
revised drafts were contrasted using the Compare Documents tool in a popular word
processing program, thus highlighting the additions, deletions, and alterations stu-
dents made when revising. The automated essay scores assigned to original and re-
vised drafts were logged along with the duration (i.e., time spent writing), number of
feedback messages requested, and topics of feedback given.

Revisions. Students’ edits were coded in three ways. First, we coded whether students
attempted to revise by making any edits. Second, we examined whether students at-
tempted substantive revisions to address the Initial Topic of feedback. Students’ edits
were coded based on whether they implemented any valid strategy to address the
specified feedback topic. For example, if a student received feedback related to essay
introductions, the essay would be coded as revised if an introductory paragraph was
added, or if a relevant introductory component was added (e.g., a preview of argu-
ments) or meaningfully modified (e.g., elaborating the thesis statement). To establish
coding reliability, the second author and an undergraduate assistant independently
coded 120 essays. Reliability of Initial Topic coding was x = .84. Finally, the same
coding was applied to revisions based on the Next Topic of feedback (x=.81).
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Daily Surveys. Students completed a motivation survey at the start of each session.
Using a 6-point scale, students rated their enjoyment of the most recent session, moti-
vation to participate, desire to perform well, desire to compete with others, perceived
learning of writing strategies, and perceived improvements in writing quality. Higher
ratings indicated more positive perceptions (e.g., higher enjoyment, greater perceived
learning, etc.). These data allow us to consider whether students’ motivations or per-
ceptions of W-Pal might have influenced their willingness to revise their essays [19].

3 Results

3.1 All Essays

We first examined writing times, scores, feedback patterns, and revising for the entire
corpus of 770 essays. These data are summarized in Table 2.

Table 2. Writing duration, scores, feedback, and revising for all essays

Variable Mean or Percentage SD
Duration (minutes)
Original 21.2 4.7
Revised 5.7 3.1
Score
Original 2.6 1.0
Revised 2.7 1.0
Feedback Requested
Total Received 34 3.0
1 message® 48.5%
2-5 messages” 34.4%
6+ messages” 19.0%
Revising
Total Edits 12.0 10.8
Any Revision® 97.3%
Initial Topic Revision® 44.1%
Next Topic Revision® 53.8%

Note. “These values indicate a percentage of all essays.

Duration and Scores. On average, students spent 21 minutes composing their origi-
nal drafts and 6 minutes revising (Table 2). The average score for original drafts was
2.6, which increased very slightly but significantly to 2.7 after revising, #(769) = 4.21,
p < .001, d = .08. This result suggests that students essays improved incrementally
(i.e., in relation to specific details or features) rather than holistically.

Feedback. On average, students received 3 to 4 feedback messages per essay (Table
2). Because students received one message by default, these data indicate that many
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students actively requested 2 to 3 additional messages. Six essays did not receive
feedback due to system error. The most common Initial Topic categories were Body
Building (53.5% of essays), Revising (13.1%), Length (10.6%), and Conclusion
Building (7.1%). Students requested Next Topic feedback for 34.0% of their essays.
Of the 262 essays that received Next Topic feedback, the most common categories
were Revising (17.7%), Introduction Building (7.1%), and Conclusion Building
(6.8%). One implication is that students rarely had serious problems with basic essay
features such as structure. Rather, students needed help with specific sections of their
essays, such as how to introduce, develop, and summarize their arguments.

Revising. Over 97% of essays exhibited some attempt to revise and students made an
average of 12.0 edits per essay (Table 2). However, a smaller percentage of essays
displayed substantive revisions in response to received Initial Topic (44.1%) or Next
Topic feedback (53.8%). Overall, students rarely ignored the opportunity to revise,
but implemented substantive strategy feedback from W-Pal about half of the time.

3.2 Effects of Instruction and Practice Context

Although all students received feedback, the nature of instruction and practice dif-
fered experimentally. The W-Pal condition received strategy lessons, educational
games, and wrote eight practice essays with automated feedback. The Essay condition
engaged in twice as much writing practice with feedback, but did not complete the
lessons or games. In the following analyses, we consider whether revising patterns
differed in these two contexts. Because each student composed multiple essays, data
for each student were aggregated. This aggregation obscured some of the variance
within students and reduced statistical power, but was necessary to use students as the
unit of analysis and meet assumptions of independent observations.

Table 3. Comparison of writing duration, scores, feedback, and revising across conditions

Condition
Variable W-Pal Essay F(1,63) p
Duration (minutes)
Original 22.1 (2.9) 20.7 (3.8) 2.63 A1
Revised 6.0 (2.3) 5.52.0) < 1.00 35
Score
Original 2.7(0.7) 2.5(0.6)
Revised 2.8 (0.8) 2.6 (0.6)
Feedback Requests 3.72.7) 3.2(2.3) < 1.00 44
Revising
Total Edits 114 (8.5) 124 (7.1) < 1.00 .62
Any Revision® 98.1 (5.5) 96.8 (4.5) 1.03 32
Initial Topic Revision® 53.7 (30.4) 39.2 (18.8) 5.32 .02
Next Topic Revision” 56.0 (40.2) 43.1 (33.4) 1.44 .24

Note. “These values are average percentages. They indicate what percentage of
students essays were revised in the indicated manner, on average.
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Duration and Scores. On average, W-Pal students spent 22 minutes composing their
original drafts compared to 21 minutes spent by Essay students. Similarly, W-Pal
students spent about 6 minutes revising compared to 5.5 minutes spent by Essay stu-
dents. Neither difference was statistically significant (Table 3).

A 2 x 2 repeated-measures, mixed-factor ANOV A was conducted to compare orig-
inal and revised drafts scores (within) by condition (between). A main effect of revi-
sion indicated that scores increased very slightly after being revised, F(1,63) = 13.26,
p =.001, d = .12. However, there was no effect of condition, F(1,63) < 1.00, and no
interaction, F(1,63) < 1.00. Although essay quality slightly improved as a result of
revising, neither condition improved more than the other (Table 3).

Feedback. The conditions did not differ significantly in feedback received. On aver-
age, W-Pal students received 3.7 messages and Essay students received 3.2 messages.

Revising. W-Pal and Essay groups made a similar number of edits. Likewise, W-Pal
students revised their essays 98% of the time and Essay students revised their essays
97% of the time. For substantive revisions in response to received feedback, W-Pal
condition students showed a clear advantage. In response to Initial Topic feedback,
W-Pal students made substantive revisions 54% of the time whereas Essay students
made substantive revisions only 39% of the time, F(1,63) =5.32, p =.024,d = .57. In
response to Next Topic feedback, W-Pal students made substantive revisions 56% of
the time, whereas Essay students made substantive revisions 43% of the time. Al-
though not significant, this followed the same trend as Initial Topic feedback (d =
.35). The percentage of essays revised in response to Initial Topic (r = .30, p = .015)
or Next Topic feedback (r = .42, p = .003) was correlated with revised essay scores.

In sum, the groups did not differ in writing time or overall revising, but students
who received both explicit strategy instruction and essay-based practice seemed more
likely or able to implement automated writing feedback than students who only en-
gaged in intensive essay-based practice.

Table 4. Correlations between motivational ratings and revisions

Revisions
Ratings Any Initial Topic Next Topic
Enjoyment of Recent Session .18 32° 12
Motivation to Participate .08 .19 .01
Desire to Perform Well .06 23 .05
Competitiveness -.04 .10 -.07
Perceived Strategy Learning 30° 31° .16
Perceived Writing Improvement 348 25" .10

Note * p < .01. %p < .05.

3.3  Role of Motivation

In further analyses, we considered how students’ motivations may have influenced
their revising. For each survey item, ratings were averaged across sessions to provide
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an aggregate rating. Correlations were computed between ratings and students’ mean
percentage of implementing any revisions, substantive Initial Topic revisions, and
substantive Next Topic revisions (Table 4). Due to a logging error, the data for one
student in the Essay condition could not be used, reducing the sample size (n = 64).

In general, students who perceived that their writing strategies and essay quality
were improving seemed more likely to make revisions. Substantive Initial Topic revi-
sions were also moderately correlated with perceived learning and improvement,
along with enjoyment of the training sessions. None of the ratings were correlated
with substantive Next Topic revisions. Thus, students’ perceptions seemed not to
affect whether they implemented recommendations beyond the first topic.

4 Discussion

Computer-based writing instruction typically strives to increase the number of essays
students write and revise [11]. In this study, we examined how and whether students
can revise essays based on automated feedback and how strategy instruction might
bolster revising. Results suggest that students can utilize automated formative feed-
back, and the combination of strategy instruction, educational games, and essay-based
practice was more supportive of substantive revising than simply writing and revising
many essays. Students in both groups interacted with the same W-Pal writing and
feedback tools, and students were able to make small, incremental improvements in
essay quality. Thus, the automated feedback provided by W-Pal, guided by natural
language algorithms, was moderately helpful to high school students. However, users
of the full W-Pal were more willing or able implement substantive revisions. Our
interpretation is that strategy instruction and game-based practice helped students to
better understand the feedback and how to respond. That is, knowledge of specific
strategies helped students understand how to act upon the feedback recommendations.

Importantly, students who perceived that they were learning and improving were
also somewhat more likely to revise and make substantive revisions. Strategy instruc-
tion perhaps helped students feel more capable in their ability to revise. Students may
have been more willing to revise substantively because they felt more equipped to do
so. Future research will need to explore how computer-based writing instruction may
further encourage students’ positive attitudes toward writing and revising.
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Abstract. We present an evaluation of the Writing Pal (W-Pal) intelligent tutor-
ing system (ITS) and the W-Pal automated writing evaluation (AWE) system
through the use of computational indices related to text cohesion. Sixty-four
students participated in this study. Each student was assigned to either the W-
Pal ITS condition or the W-Pal AWE condition. The W-Pal ITS includes strate-
gy instruction, game-based practice, and essay-based practice with automated
feedback. In the ITS condition, students received strategy training and wrote
and revised one essay in each of the 8 training sessions. In the AWE condition,
students only interacted with the essay writing and feedback tools. These stu-
dents wrote and revised two essays in each of the 8 sessions. Indices of local
and global cohesion reported by the computational tools Coh-Metrix and the
Writing Assessment Tool (WAT) were used to investigate pretest and posttest
writing gains. For both the ITS and the AWE systems, training led to the
increased use of global cohesion features in essay writing. This study demon-
strates that automated indices of text cohesion can be used to evaluate the
effects of ITSs and AWE systems and further demonstrates how text cohesion
develops as a result of instruction, writing, and automated feedback.

Keywords: Cohesion, Intelligent Tutoring Systems, Natural Language
Processing, Corpus Linguistics, Computational Linguistics, Writing Pedagogy.

1 Introduction

For many students, developing writing proficiency is a challenging [1] yet crucial
aspect of academic and professional success [2]. To facilitate such writing develop-
ment, research has emphasized both the teaching of writing strategies [3] and provid-
ing students with formative feedback on how to improve writing [4]. For example,
local and global cohesion are key linguistic properties of a text that may contribute to
the readability and coherence of a text [5-6]. Knowing this, composition instructors
might teach students strategies for building cohesion and might offer feedback about
“awkward transitions” or “non sequiturs” (i.e., cohesion breaks) in students’ written
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work. Such pedagogical principles for strategy instruction and feedback can also be
implemented within computer-based technologies for writing instruction, such as
intelligent tutoring systems (ITSs) and automated writing evaluation (AWE) systems.
The Writing Pal (W-Pal) [7] tutoring system offers strategy instruction and game-
based practice across multiple aspects of the writing process. W-Pal also allows stu-
dents to author original prompt-based essays, which are scored and receive feedback
guided by natural language processing (NLP) algorithms.

In W-Pal, and related computer-based systems for writing instruction, automated
assessment is a fundamental ingredient of success. NLP algorithms are necessary to
detect or diagnose particular strategies or writing errors, such as students’ use or
omission of cohesive cues. Likewise, algorithms inform the assessment of students’
overall writing proficiency or growth. In this study, our goal is to investigate
automated indices of cohesion as potential measures of writing growth. This investi-
gation occurs within the context of W-Pal, and uses a variety of automated features of
cohesion found in the computational tools Coh-Metrix [8] and the Writing
Assessment Tool (WAT) [9]. We specifically examine indices of local cohesion (i.e.,
connections between smaller text elements, such as sentences) and global cohesion
(i.e., connections between larger text elements, such as paragraphs). These indices are
employed to contrast writing development across two groups of writers. One group
interacted with the complete W-Pal ITS, including strategy instruction, game-based
practice, and essay-based practice with automated feedback. A second group used
only the essay-based practice and feedback components of W-Pal, but wrote twice as
many essays. Our hypothesis is that interacting with the complete W-Pal ITS will lead
to the increased use of cohesive devices in student writing over time.

1.1 Cohesion

Cohesion refers to the presence or absence of explicit cues in the text that allow the
reader to make connections between the ideas in the text. Cohesion is contrasted with
coherence, which refers to the understanding that the reader derives from the text.
This coherence may be dependent on a number of factors, including linguistic fea-
tures, background knowledge, and reading skill [10]. Pedagogically, text cohesion is a
common theme in writing research [5] and textbooks [6]. Pedagogical perspectives
promote the idea that the use of cohesive features in essays increases writing quality.
However, empirical support for such assumptions has been mixed.

In two studies, Crossley and McNamara [11-12] investigated the degree to which
analytical rubric scores of essay quality (e.g., essay coherence, strength of thesis)
predicted holistic essay scores. Results of both studies found that human judgments of
text coherence were the most informative predictors of human judgments of essay
quality. However, neither of the studies found strong correlations between computa-
tional indices of local cohesion (e.g., indices of causal cohesion, spatial cohesion,
temporal cohesion, connectives, and word overlap) and human judgments of text co-
herence. Crossley and McNamara [12], however, found that automated indices of
global cohesion (LSA vector between paragraphs) correlated strongly with human
judgments of coherence in essays. These studies suggest that local cohesive devices
may not underlie the development of coherent textual representations of essay quality,
but that global cohesive devices may contribute.
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As measures of writing proficiency rather than text coherence, there are some
indications that cohesion features are important in predicting human judgments of
essay quality. McNamara et al. [9] found that a cohesion feature related to given
information was positively predictive of essay quality. For counterexamples,
however, see [13-14], and [9], which demonstrated that cohesion features may not
correlate with human ratings or may correlate negatively with such judgments.

1.2  Automated Writing Evaluation

AWE systems provide opportunities for students to practice writing and receive holis-
tic scores and feedback (i.e., deliberate practice) in the absence of a teacher. Delibe-
rate practice is an important aspect of writing development. Like trained musicians
and athletes, writers gain from extended practice [15-16] because such practice
promotes self-regulation of planning, text generation, and reviewing [16]. However,
deliberate practice also requires timely and relevant feedback. In writing instruction,
such feedback may be provided by AWE systems, which reduce burdens placed on
instructors and offer writers more opportunities to practice writing [17]. The
algorithms that underlie AWE systems generally provide accurate scores to users,
reporting perfect agreement of 30-60% and adjacent agreement of 85-99% [9, 18].

AWE systems have been critiqued for a variety of reasons. For instance, the
scoring reliability of many AWE systems has recently been criticized [18], as has the
potential for AWE systems to overlook infrequent writing problems that, while rare
for a majority of writers, may be frequent to an individual writer. Such errors will
likely not be assessed in an AWE system. Lastly, AWE systems have been criticized
for depending on summative feedback at the expense of formative feedback [19].

1.3  The Writing Pal

ITSs that focus on teaching writing strategies adopt a pedagogical focus and are an
alternative to strict AWE systems, although they often include AWE systems. W-Pal
[7] is an ITS that adopts such a pedagogical focus. Unlike an AWE system that would
focus only on essay practice with some supportive instruction, W-Pal emphasizes
strategy instruction and targeted strategy practice prior to whole-essay practice.
This strategy instruction is intended to facilitate task performance and accelerate skill
acquisition and the acquisition of learning strategies, all of which are effective at
improving student writing, particularly for adolescent writers [3].

W-Pal teaches writing strategies that cover three phases of the writing process.
Each of the writing phases is subdivided into instructional modules: Freewriting and
Planning (prewriting phase); Introduction Building, Body Building, and Conclusion
Building (drafting phase); and Paraphrasing, Cohesion Building, and Revising (revis-
ing phase). An important component of W-Pal is that it incorporates a suite of games
that target specific strategies. The games allow students to practice the strategies in
isolation before applying the strategies to the essay writing process. The essay writing
component of the system allows students to compose essays and then provides
holistic scores and automated, formative feedback based on natural language input.
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This feedback depends on the W-Pal AWE system, which focuses on strategies taught
in the W-Pal lessons (including cohesion strategies). Thus, within W-Pal, students
first view lessons that teach individual strategies; they then practice these strategies
via games; lastly, they write practice essays for each of the modules and receive
automated feedback from the AWE system on the quality of these essays.

2 Methodology

We collected writing data from two groups of students. The first group interacted with
the full W-Pal system described above. The second group wrote and revised essays
based only on feedback from the W-Pal AWE system. Both groups wrote pretest and
posttest essays. We selected the W-Pal AWE system as a comparison to the full W-
Pal system because the AWE system best represents the type of standard practice
common in computer-based writing instruction (i.e., students write an essay, receive
feedback, and revise the essay). Thus, in this study, we are comparing the benefits of
explicit strategy instruction and targeted strategy practice (via games) combined with
essay writing to standard computer-based writing instruction.

2.1 Participants

Participants include 64 high school students from the metro Phoenix area. Students
ranged in age from 14 to 19 (M = 15.9, SD = 1.3) and ranged in grade level from 9 to
12 (M = 10.2, SD = 1.0). The students participated in one of two conditions: the
W-Pal condition (n = 33) or the AWE condition (n = 31). Twenty-seven of the
participants self-identified as English Language Learners (ELLs). The remaining
participants self-identified as native speakers of English (NS). In the W-Pal condition,
23 participants self-identified as NSs and 10 self-identified as ELLs. In the AWE
condition, 14 participants self-identified as NSs and 17 self-identified as ELLs.

2.2  Procedures

Students attended 10 sessions (1 session/day) over a 2-4 week period. Participants
wrote a pretest essay during the first session and a posttest essay during the last ses-
sion. The essays were written on two counterbalanced prompts (i.e., the value of
competition/cooperation; the effects of images/impressions). Sessions 2-9 were de-
voted to training. The students in the W-Pal condition used the full W-Pal. The stu-
dents in the AWE condition interacted only with the essay writing and automated
feedback tools in W-Pal. Thus, a major contrast between the two groups is the number
of essays written. Participants in the W-Pal group wrote and received feedback on 8
essays, whereas students in the AWE condition wrote and received feedback on 16
essays (i.e., more essay practice). Time on task in the two conditions was equivalent.

2.3  Corpus and Scoring

The final corpus of essays used in this analysis comprised 128 pretest and posttest
essays written by the 64 participants. Descriptive corpus statistics are presented in
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Table 1. The essays were scored using the automated scoring algorithm implemented
within the W-Pal AWE system. The scoring algorithm assesses essay quality using a
combination of computational linguistics and statistical modeling as discussed in [20].
Briefly, the algorithm initially partitions essays into low and high proficiency bins
based on number of words and paragraphs thresholds. In subsequent stages, the model
presumes that essays that meet and do not meet these thresholds can be characterized
by different linguistic features related to lexical sophistication, syntactic complexity,
cohesion, semantic categories, and rhetorical elements. Following the initial partition,
a number of machine learning algorithms are calculated separately for each group.
Each of these algorithms are assigned low proficiency essays a score of 1, 2, or 3 and
high proficiency essays a score of 3, 4, 5, or 6.

Table 1. Descriptive statistics for essay corpus: M (SD)

Paragraphs Sentences Words
3.594 (1.359) 21.016 (8.444) 387.211 (129.932)

2.4  Selected Cohesion Indices

We selected a number of local-level cohesion indices (i.e., argument overlap, verb
overlap, incidence of and, and incidence of all connectives) and global-level cohesion
indices (i.e., givenness and incidence of conjuncts) from Coh-Metrix. We also se-
lected newly developed automated indices of global cohesion from the WAT that
were created specifically for assessing writing quality. These indices assess cohesion
at the paragraph level.

Argument Overlap. Argument overlap refers to the extent to which arguments (nouns,
pronouns, and noun phrases) overlap between sentences. Coh-Metrix measures argument
overlap between adjacent sentences.

Verb Cohesion. The WAT calculates verb overlap using LSA by computing the
average cosine between verbs in adjacent sentences. This index is indicative of the
extent to which verbs are repeated across sentences.

Givenness. Given information is information that is recoverable from the preceding
discourse. Coh-Metrix calculates text givenness using perpendicular and parallel
Latent Semantic Analysis (LSA) vectors [21]. Givenness is computed across a text.

Connectives. Connectives make the relationships among clauses and sentences more
explicit. Coh-Metrix assesses negative, positive, additive, temporal, and causal con-
nectives along with conjuncts. These indices are combined into an overall count of
connectives. We also include two individual connective scores: incidence of and and
incidence of conjuncts (e.g., however and in addition).

Paragraph Cohesion. The WAT measures paragraph cohesion by computing semantic
overlap between paragraph types (initial to middle, middle to final, and initial to final).
These indices use LSA vectors to compare paragraph types.
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2.5  Statistical Analysis

To assess potential differences in prior writing proficiency between NS and ELL par-
ticipants and between the randomly assigned W-Pal and AWE conditions, we first
conducted #-tests to compare the automated essay scores at pretest. We also compared
scores for the two prompts to ensure that prompt-based effects did not exist. Finally,
to assess differences between the pretest and posttest essays for each condition, we
conducted mixed-factor analyses of variance (ANOVA) for the selected cohesion
indices. We included condition (W-Pal or AWE) as a between-subjects factor.

3 Results

3.1 Differences between NSs and ELL Participants

There was no statistical difference in writing quality as measured by the scoring
algorithm between ELL (M = 2.593, SD = .931) and NS participants (M = 2.351, SD =
.887), (t = 1.051, df = 62, p = .297). This finding indicates that the NS and ELL
participants were of equal writing proficiency at the pretest.

3.2 Differences between Conditions

There was no statistical difference in pretest writing quality for the participants in the
W-Pal (M = 2.488, SD = 1.064) and the AWE condition (M = 2.419, SD = .721), (t =
.286, df = 62, p = .775). This finding indicates that the writers in both conditions were
of equal writing proficiency at the pretest.

3.3 Differences between Prompts

There was no statistical difference between the writing prompts Images (M = 2.778,
SD = .906) and Competition (M = 2.635, SD = 1.222) for all the essays in the corpus,
(t = .894, df = 62, p = .375). This finding indicates that there were no prompt-based
writing effects for the assigned scores.

3.4 Repeated-Measures ANOVAs for Cohesion Features

There was a significant main effect of test for the following cohesion features:
incidence of conjuncts, incidence of ands, LSA givenness, LSA middle to middle
paragraphs, and LSA middle to final paragraphs. No significant effects were reported
for connectives, argument overlap, verb overlap, LSA initial to middle paragraph, and
LSA initial to final paragraph (see Table 2 for ANOVA results). These results
indicate that participants produced essays that exhibited increased local and global
cohesion in the posttest as compared to the pretest (see Table 1 for mean scores in the
pretest and posttest). No linguistic features showed a significant interaction between
test and condition. These results indicate that the two modes of instruction and
practice were equally effective for developing cohesion.
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Table 2. Mean (SD) and F for cohesion indices

Local indices Pretest Posttest F
Ands 0.987 (0.557) 1.232 (0.855) 5.147*
All connectives 96.961 (19.894) 98.145 (17.872) 0.199
Argument overlap 0.533 (0.179) 0.497 (0.184) 2.410
Verb overlap 0.107 (0.039) 0.113 (0.035) 1.396
Global indices Pretest Posttest F
Conjuncts 0.344 (0.287) 0.519 (0.369) 12.513%*
LSA givenness 0.313 (0.043) 0.336 (0.046) 12.292%%*
LSA I-to-M 0.051 (0.245) 0.166 (0.431) 2.879
LSA I-to-F 0.124 (0.311) 0.196 (0.029) 1.829
LSA M-to-M 0.090 (0.436) 0.281 (0.519) 5.257%
LSA M-to-F 0.097 (0.422) 0.309 (0.605) 4.742%

Note: I = initial paragraph, M = middle paragraph, F = final paragraph
* p <.050, ** p <.001

4 Discussion

We present an evaluation of the W-Pal ITS through the use of computational indices
related to text cohesion. This study demonstrates that automated indices of text
cohesion can be used to assess the effects of writing instruction. For both the ITS and
the AWE systems, student interaction led to increased use of cohesion features in
essay writing. Thus, the use of both the W-Pal ITS and the W-Pal AWE systems can
promote writing development, at least with respect to certain cohesive devices.

The students who took part in the W-Pal and the AWE condition demonstrated
growth in a variety of cohesion features, including the use of conjuncts, the use of
and, the increase in given information, and greater semantic overlap between middle
paragraphs, and middle and final paragraphs. These findings demonstrate that a mix-
ture of writing instruction, game play, and automated feedback as found in the W-Pal
condition led to an increased use of some cohesion features from the pretest to the
posttest writing samples. These findings also indicate that intensive writing practice
coupled with automated feedback, as found in the AWE condition, also leads to
greater production of some cohesion features.

Overall, we found no differences in cohesion scores between the two conditions
even though the students in W-Pal condition wrote and revised half as many essays as
the essay writing condition. Thus, students who received a mix of writing instruction,
practice games, and essay practice with feedback showed similar gains in automated
cohesion scores as students who only wrote and revised essays with feedback. Studies
have demonstrated that essay-based practice is effective in training writers to increase
writing skills [15-16]. However, such practice may be highly repetitive and lower
student motivation [20]. The findings from this study suggest that a successful alter-
native to repetitive essay-based practice is the use of a writing ITS such as W-Pal.
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Unlike an AWE system, an ITS provides students not only with the opportunity to
practice writing and receive feedback, but also with opportunities to learn writing
strategies and play educational games. This mix of options appears to lead to similar
gains in cohesion scores as repetitive essay-based practice alone.

The automated cohesion features that demonstrated development over the course of
the study are generally related to global cohesion. Thus, students in W-Pal and the
W-Pal AWE system seemed to develop more global elements of text organization
(excluding the increase in the use of and) making connections between larger text
segments. For instance, conjuncts can not only be used to connect sentences, but also
paragraphs. Conjuncts can also be used to provide global organization through enu-
meration (i.e., first, second, third) and summarizing (to sum up). Givenness provides
information about the use of new and old information across a text. Lastly, our
paragraph cohesion indices measure semantic similarity at the global level. Previous
research [12] has reported correlations between global cohesion indices and human
judgments of text coherence. Such findings along with those reported here suggest
that writers working within the W-Pal ITS and AWE systems may begin to develop
texts that are more globally coherent. Since indices of global coherence are also
linked to essay quality [12], their use may lead to better quality essays.

The majority of the indices that did not demonstrate significant change from pretest
to posttest measured local cohesion (e.g., general connectives and argument and verb
overlap between adjacent sentences). This finding suggests that writers using W-Pal
or the W-Pal AWE system do not focus on developing connections between smaller
elements of text (i.e., local cohesion). The exceptions were the paragraph cohesion
measures that involve the initial paragraphs. Initial paragraphs generally include many
textual functions such as an introduction, a claim, and arguments. Thus, initial para-
graphs may not overlap strongly with body and conclusion paragraphs because of the
number and variety of the textual functions they contain. However, body paragraphs
should be semantically related in that they develop similar themes. In addition, con-
clusion paragraphs should demonstrate greater semantic overlap with body paragraphs
because they should include a summary of the body paragraphs.

In general, these findings support earlier research, which has suggested that indices
of local cohesion were not significant predictors of essay quality [10], but that indices
of global cohesion were [11]. Thus, as writers develop and essay quality increases, we
should expect to see a greater development and use of global cohesion in essays, but
not in local cohesion.

5 Conclusion

Overall, this study demonstrates how computational indices of cohesion can be used
to evaluate ITS and AWE systems. In addition, this study demonstrates how such
indices can be used to assess student writing in terms of the development and use of
local and global cohesion in essays. Such evaluations can help explain the efficacy of
ITSs as compared to AWE systems and help to examine writing development in
adolescent learners. In this study, we find that ITS systems are as effective as AWE
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systems in terms of the development of cohesion strategies even when users of the
AWE systems write twice as many essays. We also find that the majority of global
cohesion indices show gains between pretest and posttest writing whereas the majori-
ty of local cohesion indices do not.

While these findings suggest positive effects of both the W-Pal and the AWE sys-
tem on writing, additional studies are needed to demonstrate equivalence between the
two approaches. Such studies will require a comprehensive investigation of all aspects
of the two systems and their effects of writing quality, writing development, system
engagement, and participant motivation (to name but a few aspects).
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Abstract. We present an approach for combining symbolic interpre-
tation and statistical classification in the natural language processing
(NLP) component of a tutorial dialogue system. Symbolic NLP
approaches support dynamic generation of context-adaptive natural lan-
guage feedback, but lack robustness. In contrast, statistical classifica-
tion approaches are robust to ill-formed input but provide less detail for
context-specific feedback generation. We describe a system design that
combines symbolic interpretation with statistical classification to sup-
port context-adaptive, dynamically generated natural language feedback,
and show that the combined system significantly improves interpretation
quality while retaining the adaptivity benefits of a symbolic interpreter.

Keywords: Tutorial dialogue, natural language processing, Intelligent
Tutoring System (ITS), parsing, semantic interpretation.

1 Introduction

In recent years, there has been considerable research on tutorial dialogue systems
that accept natural language input and engage in dialogue with students to help
them improve their answers [IIAUT2T3ITETTI20/23]. Such systems are designed
to allow students to express their answers in their own words, thus encouraging
knowledge construction and harnessing the power of self-explanation [3].

One of the challenges in developing effective natural language processing
(NLP) modules for tutorial dialogue is finding the right balance between level of
detail and robustness. Tutorial dialogue systems aim to provide help and feed-
back in natural language using a wide range of tutoring tactics. Ideally, system
responses will be generated dynamically, taking into account multiple factors,
including the current answer diagnosis, dialogue history, and information from
the student model such as student ability and motivation. In practice, a system’s
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ability to produce such responses depends on the level of detail provided by the
NLP component in its analysis of the student answer.

Many existing tutorial dialogue systems use hand-crafted semantic interpreters
to link natural language input with their domain models, in order to produce
fine-grained representations of student input [TJ2J4TTI20]. Such symbolic NLP
systems can support dynamic feedback generation by implementing a library of
abstract tutorial strategies, and then, for each new problem or situation, pro-
ducing a feedback message tailored to the context by choosing a strategy to use
and instantiating it from the information gathered from the student answer (see
Section [2)). However, while such systems offer high precision in interpreting user
input, they also suffer from recall and robustness problems, and often struggle
to achieve adequate performance in large domains.

In contrast, statistical NLP systems use classifiers based on semantic simi-
larity or textual entailment methods to assign student answers to classes corre-
sponding to possible states in a finite-state machine [I2IT3IT7I23]. The classifiers
are trained on large corpora, making these methods more robust to unexpected
input — an advantage when building systems for large domains. However, the
classes they use typically do not provide the fine-grained detail needed to gen-
erate natural language feedback dynamically. Therefore, system designers must
pre-author feedback messages for each problem and tutoring tactic combination
(see Section 1)), which often limits the range of implemented feedback actions.

In this paper, we investigate how the robustness of a semantic interpreter
within a symbolic NLP system can be improved with the addition of a similarity-
based statistical classifier. Our goal is to address the robustness issues common in
symbolic NLP architectures, making such systems more reliable and easier to use
in larger domains. This is the first attempt to integrate statistical classification
into an architecture built around dynamic natural language generation. Previous
work on combining deep and shallow processing methods in tutorial dialogue
[14127] targeted finite-state systems with manually authored feedback.

We show that our combined system achieves significantly higher performance
than the semantic interpreter alone. The best results are achieved by using the
classifier to label sentences that the interpreter cannot handle, thus combining
the strengths of the two techniques to improve overall system robustness.

The rest of the paper is organized as follows. In Section [2] we describe how
semantic interpretation is implemented in the BEETLE I tutorial dialogue sys-
tem. In Section [B] we examine how statistical classification can be integrated into
a system architecture based on symbolic NLP. We then describe the semantic-
similarity based classifier we developed and report the results of experimental
evaluation in Section @l We discuss future system improvements in Section

2 Background

As our test environment, we use the BEETLE II tutorial dialogue system [4], de-
veloped to teach concepts in basic electricity and electronics to students without
prior knowledge of the domain. The system provides a three-hour self-contained
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course where students read pre-prepared instructional materials and interact
with a circuit simulator. During the interaction, they are asked questions about
circuit behavior that require one- to two-sentence answers. For example, stu-
dents may be asked to explain what they observed in the simulator (e.g., “Why
was bulb A on when switch Y was open?”) or to describe general principles
(e.g., “Why does a damaged bulb impact a circuit?”). Over the duration of the
course, the system asks 56 different explanation questions, each followed by a
remediation dialogue if the student’s initial answer is flawed [

The system was designed to support fully automatic feedback generation in
a dynamically changing context. Each student answer is parsed by a robust
wide-coverage dialogue parser and then mapped into a domain-specific seman-
tic representation using a set of hand-crafted rules [9]. For example, if the
student responds to “Why was bulb A on when switch Y was open?” by an-
swering “Bulb A was in a closed path”, the representation will be (with some
details simplified for exposition purposes) (Bulb A) (Path p) (is-closed p
TRUE) (contains p A). This representation is first passed on to the circuit
simulator to verify that the named bulb is indeed contained in a closed path.
Next, the system checks the explanation content for correctness by matching it
against a pattern based on the reference explanation supplied by expert tutors,
in this instance (Bulb 7b) (Battery 7bt) (Path 7p) (is-closed 7p TRUE)
(contains 7p 7b) (contains 7p 7bt). The resulting diagnosis breaks down
the representation of the student answer into correct, missing, contradictory
and irrelevant parts [7]. In our example, for a bulb to be lit, it is not enough for
it to be in a closed path; there must be a battery in the same path. Therefore,
the resulting diagnosis will identify all the objects and relationships mentioned
by the student as correct, nothing as contradictory or irrelevant, and will report
the missing parts as (Battery ?bt) (contains p 7bt).

The tutorial planner uses the diagnosis to choose from a range of remedia-
tion strategies and to instantiate them automatically in context. Most strategies
rely on the fine-grained details of the answer analysis for their instantiation; for
example, confirming the correct parts of the answer (“Right. The bulb is in a
closed path.”), hinting at missing bits (“Here’s a hint. Your answer should also
mention a battery.”), or (in another example) explicitly identifying problematic
parts (“You said that switch X was closed, but it was open.”). But there is
also a subset of strategies that require less specific information, such as content-
free prompts (“Right, but is that everything?”) and suggestions for additional
reading. At most points in the interaction, the system can instantiate at least
two content-free strategies, and two which require information from the student
answer diagnosis and dialogue history. Currently, the system chooses which strat-
egy to use based on past student performance. The general policy is to apply
content-free prompts initially, to encourage the students to construct the answer
themselves, and provide increasingly more specific remediations if the student
is struggling [9]. More complex policies are possible in the future, e.g., adapting
the choice of feedback to information in the student model.

! In this paper, we use “fawed” to denote any answer class other than “correct”.
7
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The use of deep parsing and semantic interpretation provides significant ben-
efits in this application with its dynamically changing simulation environment,
because it enables the system to diagnose student input and generate context-
specific natural language feedback on the fly. To mitigate robustness issues
associated with rule-based processing, the system uses a robust interpretation
algorithm and a set of error recovery strategies [6]. This approach is successful
on the whole in helping students learn, resulting in significant learning gains be-
tween pre- and post-tests [4]. However, natural language interpretation failures
are correlated with lower learning gains and lower user satisfaction, and there is
substantial room for improvement in interpretation quality [8]. In this paper, we
investigate how the quality of natural language interpretation can be improved
through a combination of deep and shallow processing without sacrificing the
benefits of detailed semantic analysis.

3 System Design

3.1 Answer Classification Approach

The first challenge in developing a statistical classifier to use in a combined sys-
tem is determining the set of classes to use, balancing the level of detail provided
against the feasibility of acquiring training data. It is possible to induce a se-
mantic parser from annotated data [I4/16]. However, annotating a large number
of sentences with domain-specific logical forms is extremely labor-intensive, and
even more complicated when dealing with vague and ill-formed student answers.

Classification approaches that have been implemented in existing tutorial di-
alogue systems typically map student propositions to classes or “correct answer
aspects” [12JI821], with each class expressing a single complex idea such as “a
bulb is in a closed path with a battery”E Such classes are represented by one
or more exemplar strings, and student answers are assigned to classes based on
the closest match, using semantic similarity and textual entailment methods.
Because the classes are represented by textual strings and not by structured
symbolic representations, class assignment cannot be used directly to generate
natural language feedback. Instead, manually authored remediations are associ-
ated with each class (i.e., correct answer aspect), and multiple such remediations
are needed for the system to adapt to context and dialogue history.

Since we intend to use statistical methods to complement symbolic interpre-
tation, we chose to use a set of problem- and representation-independent classes
that support the high-level decision-making structure embedded in the BEETLE
IT tutorial planner. Student answers can be flawed in different ways. They may
contain explicit errors, contradicting the expected answer or the state of the
world (e.g., saying that a switch is closed when it is open); they may correctly
include part of the explanation but miss some crucial aspects; or they may state

2 A finer-grained, generalizable classification approach has been proposed in [T9]. This
is a promising avenue of research, but it has not yet been integrated into a running
system. We defer further discussion of its applicability until Section
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facts that, while true, are not relevant in explaining the phenomenon in question
(e.g., stating that a bulb has two terminals does not explain why it is lit).

These different types of flaws are associated with different tutoring strategies
in the BEETLE II tutorial planner, based on analysis of human-human tutoring
data and strategies suggested in the literature. In general, the system rejects an-
swers containing explicit errors and asks students to try again; provides positive
feedback on incomplete answers but requests more information; and redirects
students’ attention through hints if their explanations lack relevance. For ev-
ery flaw type, the system provides both detailed feedback strategies and the
content-free prompts described in Section 21

We therefore defined an annotation scheme with 5 classes, to be used in answer
classification: “correct”, “partially-correct-incomplete”, “contradictory”, “irrele-
vant” and “non-domain”f. If the fine-grained analysis is unavailable, the tutorial
planner can use the class to select an appropriate content-free prompt as a fall-
back strategy, thus improving its robustness.

3.2 Combining Semantic Interpretation and Classification

Once a suitable classifier is built, we need to decide how to combine its re-
sults with the output of the semantic interpreter. To better understand the
performance of the BEETLE II interpreter, we previously conducted a system
evaluation based on a corpus of paid volunteers interacting with the system. Ev-
ery student answer was manually annotated using our five class coding scheme
(k = 0.69), and the associated semantic interpretation and diagnosis output
from the BEETLE II system was automatically mapped to the same scheme [5].
This annotation enables us to directly compare the performance of the semantic
interpreter with that of the classifier, and identify areas for improvement.

In our previous work, we devised a classifier based on lexical similarity and eval-
uated it alongside the BEETLE II semantic interpreter [510]. The interpreter had
a higher precision but substantially lower recall than the statistical classifier, indi-
cating that the two approaches have complementary strengths and weaknesses.

Based on the evaluation results in [10], we identified two key performance
issues with the semantic interpreter that we would particularly like to address.
First, the interpreter fails to find any interpretation at all for a large propor-
tion of answers to explanation questions (865 out of 2729 instances, or 32%,
according to the confusion matrix reported in [I0]). We will refer to those cases
as “uninterpretable utterances”. Second, out of the answers that the system can
interpret, a large proportion of “correct” and “contradictory” answers are misin-
terpreted as “partially-correct-incomplete”. Students can feel frustrated if their
correct answers are misinterpreted or rejected, and in general when their answers

3 Students make help requests, social statements and other utterances that do not
contribute any domain content to the dialogue, although the tutor has to respond
to them nevertheless. These are labeled as “non-domain”.



284 M.O. Dzikovska, E. Farrow and J.D. Moore

are not understood. Therefore, we attempted to address these issues by testing
three combinations of semantic interpretation and statistical classification]

1. OptimisticCorrect: if the classifier labels the answer as correct, then the
classifier’s label is used; otherwise, the label from the semantic interpreter
is used. This combination creates a more lenient system that aims to avoid
misidentifying correct answers, a known cause of student frustration.

2. NoReject: if the semantic interpreter fails to arrive at an interpretation,
then the classifier’s label is used; otherwise, the label from the semantic
interpreter is used. This combination creates a system that never rejects
student answers as uninterpretable.

3. NoRejectCorrect: if both of the previous conditions hold (the classifier la-
bels the answer as correct and the semantic interpreter fails to find an in-
terpretation), then the classifier’s label is used; in all other cases, the label
from the semantic interpreter is used. This combination is a more conserva-
tive version of the NoReject system.

These three different ways of combining the output of the semantic interpreter
and the classifier each have advantages and disadvantages. Being more lenient in
grading student answers as correct may help improve user satisfaction but risks
missing opportunities to correct misconceptions and provide useful remediation.
Never rejecting answers as uninterpretable can reduce student frustration. How-
ever, uninterpretable utterances often arise from incorrect uses of terminology,
and learning to speak in the way expected for the domain has been positively
correlated with learning outcomes [22]. The semantic interpreter provides infor-
mation about the nature of interpretation failures that supports generation of
targeted help messages, pointing out problematic wordings not consistent with
the domain, such as “Paths cannot be broken, only components can be broken.”
[6]. Some students may benefit from seeing such rejection messages.

Choosing the best trade-off may depend on the high-level tutoring policy
and the application domain. However, it is important to evaluate how different
combinations affect the overall quality of natural language interpretation, which
affects interaction quality as a whole. This is the focus of the rest of the paper.

4 FEvaluation

4.1 Experimental Setup

For this experiment, we used the Beetle portion of the Student Response Analysis
task corpusﬁ, which is an updated version of the gold standard evaluation corpus
from [I0]. This dataset consists of 3426 student answers to explanation questions
collected from the interactions of 35 paid undergraduate volunteers working with
the BEETLE II system.

4 In addition to these rule-based combinations, we also attempted to learn the best
combinations directly from the data. Our experiments so far have not resulted in
improved performance, so this remains a topic for future work.

® http://www.cs.york.ac.uk/semeval-2013/task7/index.php?id=data
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The BEETLE II semantic interpreter was developed based on transcripts from
an earlier version of the system which were not included in our evaluation corpus.
Thus, this corpus constitutes unseen data for the semantic interpreter.

We used 10-fold cross-validation to evaluate the performance of the stand-
alone classifier and the combined systems. At every iteration, we used 9 folds
to train the statistical classifier, and the 10th fold as a test set for the system
using it. We report the per-class precision, recall and F1 scores as evaluation
metrics, following [I0]. We use the macro-averaged F1 score as the primary eval-
uation metric because it is suitable for evaluating unbalanced class distributions,
requiring that the system performs well on identifying all possible classes and
does not only focus on the most frequent cases.

In all our combined systems, we use the simple lexical similarity classifier
described in [5]. While more sophisticated approaches are available [I8121], the
simple features that we use are fast to compute and do not require additional
external resources. Our goal is to produce a lightweight approach that com-
plements the more resource-intensive symbolic interpretation. In future, more
advanced features can be considered to further enhance system performance.

4.2 Results

Table [l shows the performance of the semantic interpreter and our classifier
taken alone. Both perform at the same overall level (0.45 macro-averaged F1),
but the semantic interpreter has substantially higher precision and lower recall.
Thus, the systems have complementary strengths and weaknesses, suggesting
that improved performance may be possible by combining the approaches.

Table 2 presents evaluation results for the three combination systems de-
scribed in Section The performance of each of the combined systems differs
significantly from the standalone semantic interpreter, with p < 0.001 on an
approximate randomization test with 10,000 permutations [24].

The best performance improvement is achieved by the NoReject system,
where the classifier’s label is used whenever symbolic interpretation fails, rais-
ing the system’s macro-averaged F1 from 0.45 to 0.54. Performance improves
across all classes, with the largest improvements in “contradictory” and “non-
domain”. Although this system experiences a drop in precision, resulting in more
misidentified classes, it is accompanied by a significant increase in recall, since
no utterances are rejected as uninterpretable.

In contrast, the OptimisticCorrect system, which always accepts a student
answer as correct if the classifier judges it correct, results in significantly reduced
performance compared to the semantic interpreter alone (0.43 F1), with preci-
sion on identifying correct answers dropping from 0.94 to 0.65, and recall not
increasing sufficiently to compensate for the drop. Finally, the more conservative
NoRejectCorrect system, which only overrides the semantic interpreter if both
the interpretation fails and the classifier judges the answer correct, provides a
small (though still significant) boost in performance compared to the semantic
interpreter alone.
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Table 1. Evaluation results for the semantic interpreter alone and the classifier alone

Semantic interpreter Statistical classifier

P R F1 P R F1
correct 0.94 050 0.66 0.64 0.78 0.70
pc inc 0.45 0.51 0.48 0.42 035 0.38
contra 0.54 0.18 0.27 0.44 0.36 0.40
irrlvnt 0.21 0.21 0.20 0.09 0.03 0.05
nondom 0.90 0.51 0.65 0.63 084 0.73

macro avg 0.60 038 0.45 045 047 0.45

Table 2. Evaluation results for three different system combinations

OptimisticCorrect NoReject NoRejectCorrect

P R F1 P R F1 P R F1
correct 0.65 085 0.74 0.75 066 0.70 0.76 066 0.70
pc inc 054 0.31 0.40 043 064 0.51 0.45 0.51 0.48
contra 0.56 0.09 0.16 0.56 040 0.46 054 0.18 0.28
irrlvnt 022 019 0.21 0.20 0.24 0.22 0.21 0.21 0.21
nondom 0.93 0.51 0.66 0.76  0.89  0.82 0.90 0.51 0.65

macro avg 058 039 043 0.54 0.57 0.54 0.57 042 046

These results show that symbolic interpretation and statistical classification
can be effectively combined in a system architecture geared towards automatic
generation of targeted feedback. We discuss the trade-offs involved and future
improvements in the next section.

5 Discussion and Future Work

This paper presents a first attempt at combining a symbolic semantic interpreter
and a statistical classifier in the context of a tutorial dialogue system which
generates natural language feedback dynamically based on detailed semantic
analysis of student contributions. In our evaluation, the rule-based semantic in-
terpreter and the lexical similarity-based statistical classifier perform similarly as
stand-alone systems, but can be combined to improve performance significantly
by using the statistical classifier to label utterances rejected as uninterpretable
by the semantic interpreter.

Unlike previous approaches to statistical natural language understanding in
tutorial dialogue, we use a simple set of five correctness classes that apply to
all questions, and do not depend on “correct answer aspects” specific to the
problem. Assigning one of these classes is sufficient to allow the system to employ
a subset of its tutoring strategies, namely, content-free prompts, in situations
where the semantic interpreter cannot reliably provide the fine-grained semantic
representations necessary for instantiating more specific strategies.

Nielsen et al. [I9] show how to obtain more fine-grained information about
correct, incorrect and missing parts of student answers using a statistical classi-
fication approach. This presents an interesting avenue for future work, as such



Combining Semantic Interpretation and Statistical Classification 287

an approach could potentially enable the system to use a wider range of dynam-
ically generated strategies. However, the finer-grained classification scheme also
requires correspondingly more annotation effort, since each student answer must
be annotated with 10 labels on average. Our approach is less labor-intensive with
respect to annotation, at the cost of having less specific information available.

In the three combination systems that we tried, we found the greatest im-
provement in language interpretation accuracy when using the classifier only on
utterances which the symbolic interpreter rejected as having no interpretation.
In contrast, relying on the classifier’s “correct” label, which was an attempt to
compensate for the large number of correct answers mislabeled by the interpreter,
did not improve system performance. This system combination might become
more effective if more sophisticated approaches, especially textual entailment
methods, were used in the classifier. We are considering the best techniques to
use as part of our future work.

The next step in system development is to test the new robust interpreter with
users, to see whether improved robustness translates into improvements in end-
to-end system performance. While there is clearly a link between interpretation
quality and both learning gain and user satisfaction [§], intrinsic evaluation metrics
alone are not always good predictors of final outcomes [5]. We are planning to use
our robust interpretation module in an upcoming user evaluation, and will assess
its contribution by comparing the learning outcomes obtained with the new system
to the results of the previous evaluation where less sophisticated NLP was used.
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Abstract. A large number of studies carried out on pupils aged 8—14 have shown
that teachable agent (TA) based games are beneficial for learning. The present pi-
oneering study aimed to initiate research looking at whether TA based games can
be used as far down as preschool age. Around the age of four, theory of mind
(ToM) is under development and it is not unlikely that a fully developed ToM is
necessary to benefit from a TA’s socially engaging characteristics. 10 preschool
children participated in an experiment of playing a mathematics game. The par-
ticipants playing a TA-version of the game engaged socially with the TA and were
not disturbed by his presence. Thus, this study unveils exciting possibilities for
further research of the hypothesised educational benefits in store for preschoolers
with regard to play-and-learn games employing TAs.

Keywords: teachable agent, theory of mind, preschoolers, learning by teaching.

1 Introduction

The use of digital equipment has recently made its way into the preschool curriculum.
When introducing computers it is vital that we make the best use of them; this calls
for innovative software. Lately, much research has gone into what is called teachable
agents. A teachable agent (TA) can be described as an autonomous, digital student in
educational software, where the idea is that the pupil takes the role as feacher in order to
tutor the TA. This is a modern approach to the framework known as learning by teaching
[1H3]. This role switching encourages the pupil to take responsibility for someone else’s
learning [4]. Thus, the pupil learns in order to teach. The main question posed in this
paper is whether this pedagogical approach can be used for preschool children as well.

2 Background and Research Aims

It has been shown that teaching others is in fact a very efficient way for a teacher to learn
[5-8]. Among the underlying mechanisms we find (i) an increased effort in spent time
and depth of analysis compared to those who learn for themselves [, 4, [9]; (ii) that
teaching involves an externalisation of one’s thoughts and ways of reasoning, which
together with questions from the tutee can lead to discoveries of gaps and vagueness in
one’s own knowledge, that can accordingly be revised and developed [10, [11]; (iii) that

K. Yacef et al. (Eds.): AIED 2013, LNAI 7926, pp. 289-298] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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so called self-efficacy beliefs [12], the belief in one’s own competence within a given
domain, can be positively affected: “I am someone who can teach X”.

Some additional advantages of using a digital version of learning by teaching over a
non-digital are: (i) that all pupils can be teachers, including those that are not naturally
inclined to take such a role; (ii) that the teaching pupil and tutee can be matched to
one-another ensuring an adequate challenge for the pupil; (iii) that no actual tutee will
suffer from a poor teacher.

Numerous studies have shown that TA-based software can be powerful in terms of
learning outcomes. It has been shown for 8- to 9-year-olds [13, [14]; for 10- to 12-year-
olds [15-17] and for 12- to 14-year-olds [4, [18]. Hitherto, no studies have been carried
out with pupils younger than 8 years old. The purpose of the pioneering study presented
in this paper was to investigate whether the benefits of TA-based games can be extended
down to children of preschool age, more specifically, 3- to 5-year-olds.

2.1 Understanding a Teachable Agent

In order to fully understand the concept of teaching someone else, one has to understand
that others do not know exactly what I know because they possess a mind, knowledge,
and feelings of their own. In other words, one has to have what is often referred to as a
theory of mind (ToM). Research on the development of children’s ToM, or mentalising
abilities, begun in the early 1980s and is today one of the most active and fastest growing
areas of research within cognitive developmental psychology [19].

The most standardised way of measuring ToM is looking at a persons understanding
that others can possess an incorrect or false belief. Clements and Perner [20] showed
that some children, although they did not fully pass the false belief tasks, did seem to
have an implicit understanding of false beliefs. This finding was later corroborated by
Garnham and Perner [21]. This suggests that there are different levels in the develop-
ment of ToM. At the age of six, all normally developing children have a fully developed
ToM, which they can explicitly verbalise.

Metacognition is paid much attention to within the learning sciences. It has an inter-
esting relation with ToM in aspects such as knowledge about one’s memory and one’s
abilities to handle information, problem solving, and learning strategies; one’s ability
to judge what is easy or difficult to learn, and so forth [22, 23]. Developmental links
between early ToM and subsequent metacognitive knowledge have been shown [24].

2.2 Attending to a Teachable Agent

A suggested pedagogical benefit of TA-based games is that they support and stimulate
not only problem solving and learning, but also reflection on problem solving and learn-
ing. This kind of metacognition is usually demanding when one is solving problems on
one’s own because one is required to both solve a problem, as well as monitor the prob-
lem solving. However, this dual task demand can be alleviated by monitoring somebody
else solving a problem. Thus, one can apply the monitoring process to somebody else’s
thinking [16]. With teachable agents, it is the teachable agent that is doing the problem
solving, which potentially frees up resources for the child’s own metacognition.
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In order for metacognition to occur in the interaction with a TA, the pupil of course
has to really attend to the TA’s problem solving and acting. Results from studies with
primary school children indicate that they do indeed pay close attention to their teach-
able agents. This occurs both when they are required to correct or guide their TA, and
in the situation where the TA is trying to solve tasks on its own and the pupil cannot
interfere. For instance, Lindstrom and colleagues [25] report a study where 8- to 10-
year-olds played a TA-based mathematics game. A rich set of spontaneous utterances
from pupils watching their TAs play on their own testify to their attention to their TAs.

2.3 Engaging with a Teachable Agent

Another observation from studies with primary school children is that they show signs
of high engagement in terms of emotional utterances and facial as well as gestural
excitement when playing TA-based games. Chase and her colleagues [4] conducted a
systematic comparison with 10-year-olds, where one group played a TA-based game
and another group played the same game without a TA. When a mistake was made, the
pupils in the TA-group were significantly more inclined to display affect and engage-
ment than the pupils in the non-TA-group.

2.4 Purpose of Study

At present, there is no data and no studies on children below 8 years of age playing
educational games with TAs. Thus, the question is whether benefits from TA-based
games can be evidenced already for 3- to 5-year-olds or not. A possible hypothesis is
that metacognition, directed to someone else, is only possible for a child that has a
sufficiently mature ToM. But in principle it is an open question, and with this study
we intend to initiate a first step towards answering it. The present study investigated
the interaction between preschoolers, aged 4-5, and a TA. The study explored how
the children would respond to a TA-based learning game, and in particular (i) their
understanding of a TA in relation to their ToM; (ii) their inclination to attend to a TA;
(iii) their engagement with a TA.

3 The System: Rationales for the Game

We chose early mathematics as the learning domain for our TA-game, primarily be-
cause we have experience with research and development of TA-based games in this
domain for primary school children [[13, 14, 18], but also because there are educational
arguments, such as the need for teaching rudimentary mathematics early.

One of the key concepts in the area of mathematics for young children is number
sense. This concept refers to an understanding of the meaning of numbers and an ability
to make comparisons, as well as showing proof of fluency with numbers [26], together
with an understanding that they relate to quantities [27]. Basic number sense usually
emerges in children through social interaction with parents and siblings. If it does not
emerge, or if children do not develop it sufficiently during their time at preschool, dif-
ficulties in understanding more complex mathematics will most likely occur once the
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Fig. 1. Four screen shots of the game with the TA. Pictures 2—4 illustrates the three game modes:
self-playing, TA-watching, and TA-playing.

child starts primary school (see e.g., [28,29]). Number Sense can be taught [27] and for
children who have not been exposed to numerical reasoning at home, formal training of
Number Sense is essential [30].

3.1 The Game Design

The game used in this study revolves around chicks that fall out of their nests and need
help to get back up. One chick at a time holds up a number of feathers representing
the branch it lives on. The player’s task is to match this number on the keypad of a
lift. The idea behind using a lift is that it represents a vertical number line; it gives a
good representation of parts of the whole — branches as floors — and higher numbers
are further up. It is important to use concepts familiar to the child [27, 131], and lifts
are common features with mathematical properties in our society. The game design is
depicted in Fig.[1l

The game can be played with or without a TA. In the former, after three rounds of
helping chicks, a TA (a panda named Panders) is introduced and observes the player’s
actions. After another three rounds the TA takes over and the player now guides the TA,
correcting him if not agreeing with him. Thus, there are three modes: (i) self-playing,
(ii) TA-watching, and (iii) TA-playing (see Fig.[I). If playing without the TA, the player
iterates nine rounds of self-playing.

4 Method

4.1 Participants, Design and Measurements

Ten children age 4;1 to 5;2 from a nursery in Southern Sweden participated. A between
subjects design was adopted with TA as an independent variable in order to compare:
(i) children’s inclination to concentrate when playing the game with a TA compared to
without a TA, and (ii) their engagement with the game with a TA compared to without
a TA. In other words, five children played with the TA and five children played without
the TA. Because we were interested in whether a child’s ToM would affect her under-
standing of what a TA is, we strived for homogeneity between the two conditions with
respect to participants’ ToM as well as gender and age. The variables measured and
compared between the two conditions were:
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(i) Engagement with the game: how involved the participants appeared to be in playing
the game, as manifested through pointing, laughing, an excited tone of voice, and
so forth. The opposite would be a participant appearing to be bored by the game, as
manifested through sighing, looking away, not saying anything, and so forth.

(ii) Attention to the game: how focused the participants appeared to be on the task at
hand, as manifested through signs of absorption in thought, such as starring, not
looking away from the screen, wide open mouth, and so forth. The opposite would
be a participant who is perceived as engaging in activities irrelevant to the game, as
manifested through, for example, attending to things away from the screen.

For the group of children that played the game with a TA, further analysis of their verbal
and non-verbal behaviour during the study session was undertaken in order to provide
data for the third research question posed in the study: How do children of this age
understand and interpret a teachable agent, and does it relate to their ToM?

When playing the game the participants were filmed with an unobtrusive web camera
situated above the experiment laptop screen. All mouse events during game play were
logged, and audio was captured through the laptop’s built-in microphone.

4.2 Procedure

The nursery teacher selected children who fitted the age requirement (3-5) that were
not occupied in other activities and who were willing to participate. She escorted them
one by one to a secluded part of the nursery where the experiment took place. Before
playing the game, a pre-test for screening ToM was conducted. The pre-test was in
the form of an adapted Sally-Anne test, devised for testing false belief [32]. To pass the
test, the participants would first have to point at the correct box, and also give a coherent
account for their choice.

Before starting the game, brief assessment on the participants’ counting skills were
also carried out. The experiment leader held up eight fingers and asked the children to
tell her how many fingers she held up. Those who struggled with counting past five were
assigned to play the game with six floors. Those who were able to provide an answer
with more ease were assigned eight floors. The rationale behind this is that the focus
of this study is on participants engagement with and understanding of a TA and not on
mathematical skills. Thus we wanted to avoid that participants would feel discouraged
by the level of difficulty. Four children ended up playing with six floors and six children
played with eight floors. After the pre-experiment tests, the participant was assigned to
play the game either with the TA or without. A balancing sheet was utilised to maintain
homogenous groups with respect to the participants’ age, gender, and performance on
the false belief task.

When a participant finished the game, the preschool teacher was called back into
the room and the child was asked to explain to her what the game was about. Those
who played with the TA were also asked to explain its role in the game. One of the
experimenters noted down the answers with pen and paper. The experiment took on
average 11 minutes to complete.
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4.3 Coding and Analysis

Each video of the participants playing the game was split into three clips. Each clip
consisted of three game rounds. Thus, for participants playing with the TA, the clips
matched the three game modes. The resulting 30 clips were muted and randomly dis-
tributed between the two experimenters, 15 clips for each experimenter, now acting as
coders. All 30 mute clips were also given to two other coders who had never seen any
of the participants before. The rationale behind this was that no coder should be able
to tell how far a participant had progressed in the game, and also to make it more dif-
ficult for the coders to recognise whether a participant was playing with a TA or not.
The participants were rated on attention and engagement on a 7-point category scale,
where 1 represented fully unattentive/unengaged respectively, and 7 represented fully
attentive/engaged respectively.

After this analysis had been completed, the five full-length videos with sound of
participants playing with the TA was analysed. All comments and gestures associated
with the TA were transcribed.

5 Results

5.1 Understanding of the TA

Participant 1, aged 4;5, pointed correctly in the false belief test (FBT) but could not
give an adequate motivation for her choice. She was good at counting and was therefore
assigned to play the game with eight floors. When playing the game, she watched very
concentrated as the TA introduced himself. Twice during game play, she commented
on the TA’s suggestions. When the TA asked: “Am I thinking correctly?” the first time
she responded: “No he isn’t”, and the second time she said: “No, it was three in that
picture, but the chick is showing two”. Once when the TA asked her to show him which
button he should have chosen, she pressed the correct button whilst telling him: “That
little button”. To the post-test question regarding the role of the TA, her answer was that
she did not remember.

Participant 2, aged 5;2, did not pass the FBT. She had trouble counting and therefore
played the game with six floors. When the TA was introduced, she smiled a lot. Whilst
playing with him she was very reluctant to correct him and the experiment leader had
to encourage her. After checking the TA’s choice, she lit up with a smile and said: “He
was correct”. To the post-test question of the role of the TA, she responded: “You were
supposed to help him”.

Participant 5, aged 5;1, passed the FBT and his answer implied that he found the
control question silly. He had no trouble counting and played the game with 8 floors. He
focused when the TA introduced himself, but paid very little attention to him thereafter
and managed to play the game with ease. To the post-test question of the role of the TA,
he answered: “Panders was there to help”.

Participant 7, aged 4;10, passed the FBT. She counted with ease, and was assigned
to play with 8 floors. She said nothing during game play but looked several times at
the experimenters for confirmation. To the post-test question of the role of the TA, she
answered: “The panda was thinking right or wrong”.
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Participant 9, aged 4;1, did not pass the FBT. He struggled counting above the num-
ber five, and was assigned to play the game with 6 floors. He seemed very reluctant
to correct the TA. He continuously pressed the “correct” button in the TA mode, even
when the TA had guessed incorrectly, and even when the chick only wanted to go to the
third floor. Conversely, he made no errors prior to the TA mode even when presented
with the numbers 5 or 6. To the post-test question of the role of the TA, he answered:
“The panda is watching”.

5.2 Attention and Engagement

When analysing inter-rater reliability for the 30 clips, Spearman’s rho revealed that
consensus among the coders concerning attention was too low to draw any reliable
conclusions. This variable was therefore excluded from analysis. We intend to further
investigate the focused attention on a TA with regards to preschoolers, and this will be
discussed briefly in Section

Regarding engagement, Spearman’s rho revealed a significant correlation of inter-
rater reliability (p < 0.01). From observing the children during the experiment, it was
noted that at least three of the five participants were more motivated to play once the TA
was introduced. However, this did not surface in an analysis of covariance, which re-
vealed that there were no significant differences in encoded engagement of participants
playing with or without a TA.

The qualitative analysis of the video recordings revealed that participants, regardless
of condition, in general were pleased with playing the game and seemed to enjoy it.
There were a lot of laughters and surprised faces during game play. Though, participant
5 got quite bored with the game and was not shy to make this clear when asked. How-
ever, this was one of the oldest participants who, as mentioned above, both counted and
passed the FBT with ease.

6 Discussion

This study represents a pioneering examination of how 4 to 5 years old children respond
to a teachable agent based educational game. The results showed that engagement —
the participants involvement in the game — was evident both with and without the TA.
This gives us an indication that the game is in itself engaging. More important, however,
is the observation that the children seemed quite at ease in interacting with the TA, and
the TA did not impede on engagement to the game and seemed not to be obtrusive.

Unfortunately, the coders could not agree on the participants’ inclination to attend
to the game. However, the answers the children gave of the TA’s role indicated that
they indeed had focused on the TA’s actions and speech. All of the children either used
terms that the TA himself used throughout the game when answering the question as
to what they thought the role of the TA was, or responded to him verbally when he
asked questions. Judging from the way the participants acted with or commented on the
TA, it was also apparent that they did interpret him as a social character that they were
supposed to help, or as someone who was there to learn. Especially participant 1 treated
the TA as a social entity by promptly responding verbally to his questions.
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The results seem to indicate that children can at least engage with social characters
without a fully developed ToM. And it was evident that the participants had no trouble
playing the game with or without a TA because they were able to help the chicks both by
playing alone, and with the TA. Two participants completely failed the false belief task
and they were both reluctant to correct the TA. One participant had to be encouraged to
give it a try and was successful, the other just kept confirming that the TA was correct
when he clearly was not. This participant did have some trouble counting and it could
be argued that this was the cause. However, he confirmed the TA even when the TA
was incorrect in a round involving the number 3, a task he should have been able to
solve considering that he made no errors prior to the TA mode even when presented
with numbers as high as 5 or 6. It is tempting to conclude that these two participants’
reluctance to correct the TA would be due to an underdeveloped ToM. However, a more
extensive assessment of the participants stage in development of ToM would have had to
be undertaken before any conclusion could be drawn. An alternative explanation could
be that, at least one of the participants lack in executive functions and could therefore
not inhibit his urge to press the green confirmation button when the TA was incorrect.
We plan to further investigate this (see Section[6.1).

There are three important factors revealed through this study: (i) preschool children
are not disturbed by the presence of a teachable agent; (ii) preschool children are able
to pay attention to a teachable agent; (iii) it is possible for preschool children to engage
in a socio-cognitive interaction with social characters regardless of a fully developed
ToM.

6.1 Implications and Future Research

Being a pioneering study with a limited number of participants the study clearly calls
for continued research of the potential benefits of using TAs in pedagogical games for
preschoolers. A longitudinal study of the learning effects of using TAs with preschool-
ers is obviously critical. However, such a study is very costly in terms of time and
resources, and it is therefore essential to make sure that preschoolers are able to grasp
the concept of a TA. An upcoming study will investigate TA-based games with respect
to focus of attention among preschoolers. We will study how well preschoolers can in-
hibit distractions in order to keep focused on the TA, and its relation to the development
of ToM and executive functions.

In a larger context, the questions under investigation are crucial. It is well established
that metacognitive abilities is a key factor for children’s success in their development
as learners [33-36], and it is therefore important to further investigate young children
in this respect.
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Abstract. To date, the majority of learning technologies only afford virtual in-
teractions on desktops or tablets, despite evidence that students learn through
physical manipulation of their environment. We implemented a tangible system
that allows students to solve coordinate geometry problems by interacting in a
physical space with digitally augmented devices, using a teachable agent
framing. We describe our system and the results from a pilot involving students
using our system to teach a virtual agent. Students used a variety of strategies to
solve problems that included embodied behaviors, and the majority did feel
they were teaching their agent. We discuss the implications of our findings with
respect to the design of adaptive tangible teachable systems.

Keywords: tangible learning environments, teachable agents, geometry.

1 Introduction

Research suggests that children construct much of their knowledge through active
manipulation of the environment [1], which allows them to connect abstract concepts
to something observable [2]. Despite these findings, most educational software, in-
cluding Intelligent Tutoring Systems (ITSs), has been designed for personal comput-
ers [3]. These computers afford little physical interaction, in part because they involve
the WIMP (window, icon, menu, pointing device) paradigm that creates an artificial
separation between the input device, system output, and underlying real-world repre-
sentation [4]. Consequently, little is known about how to design novel technologies
that step outside of the virtual realm into the physical classroom or their impact on
student learning, behaviors and/or perceptions. Our research aims to fill this gap.

As a first step, we implemented a tangible learning environment (TLE) that we call
Tangible Activities for Geometry (TAG). Students interact with TAG in a physical
space with digitally augmented devices to solve geometry problems. In contrast to
other TLE work, TAG uses a teachable agent framing, for reasons we explain shortly.

One of the first TLEs was Papert’s system, where students used LOGO primitives
to control robots [5], for instance to solve geometry problems. Subsequently, other
TLEs have been developed, for instance allowing students to interact with balls
augmented with acceleration-triggered LEDs during physics activities [6], or using
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digitally-augmented, interactive table tops to support creativity [7] or to facilitate
teachers’ classroom organization [8]. In general, TLEs afford the manipulation of
objects, or sometimes one’s own body, that can be mapped to domain concepts stu-
dents should acquire. For example, in Howison et al.’s TLE [9], students move their
hands to different heights to demonstrate different fractions. Another example per-
tains to classrooms turned into observation centers of seismic activity or orbiting pla-
nets [10]. Phenomena occur as class is in session, and students investigate them over
multiple sessions. TLEs have also been used in “programming by example” systems,
allowing students to record the motion of tangible objects and then play that motion
back [11].

Despite TLE’s promise, there has been little investigation of their utility. Moreo-
ver, while some evaluations have yielded positive results [12], others have shown no
difference between tangible and virtual environments [13]. However, TLE’s have
traditionally provided highly exploratory activities with little structure, despite evi-
dence that explicit support may be needed for learning [14]. TAG aims to address this
issue by providing students a set of problems to work on and by using a teachable
agent framing. Peer tutoring research suggests that students can learn by teaching
because they pay more attention to the material, reflect on misconceptions, and
elaborate their knowledge when they construct explanations [15]. Following up on
human-human results, computational systems have been developed, and the results
are promising: teaching a computer agent can lead to more learning than being taught
by an agent [16], and can be more effective than regular classroom instruction [17].

Our goals for the present research were as follows: (1) the design and implementa-
tion of a TLE for geometry that includes a teachable agent framing, and (2) evaluation
of its impact on student behaviors and perceptions. While TAG relies on sophisticated
sensing devices and algorithms to support tangible interactions, the system does not
yet include any adaptive support, because we wanted to evaluate TAG before adding
more functionalities. In this paper, we begin with a description of TAG and present
results from a user study. We conclude with TLE design implications that highlight
opportunities for introducing support tailored to students’ needs.

2 Tangible Activities for Geometry (TAG)

The TAG system is comprised of three components (see Fig. 1). The problem space is
a geometry application (Geogebra) that is projected on the ground using a short-throw
projector to minimize obstruction by the user. The projection includes a Cartesian
plane with zero or more points and the agent - a simulated robot called R2 that is
represented by a circle intersected with a line to indicate where it is facing. The mo-
bile interface is provided on an iPod touch that (1) displays problems for students to
solve, (2) responds to events generated in the problem space, and (3) receives student
input (provided by tapping and/or its virtual keyboard). The tangible interface in-
cludes a hanging pointer, which acts like a mouse, and which controls the position of
the virtual cursor projected onto the ground as the student moves the hanging pointer
over the plane; “clicking” is done by pulling the hanging pointer down to the ground
to select a click location and then lifting it back up (equivalent to a mouse-up event).
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Fig. 1. A student walking in the TAG problem space (a), using the hanging pointer “mouse” to
click on projected objects (b) and subsequently select from a menu of iPod actions (c)

When interacting with TAG, students can walk in the problem space and use the
hanging pointer to click, which brings up a menu of available actions on the iPod. To
illustrate, students can move R2 by positioning the hanging pointer over R2, pulling
down on the hanging pointer to simulate a mouse click, and tapping move on the
menu that appears on the iPod (Fig. 1c). Four actions are provided when a student
clicks on R2, including move (to move R2 distance d), furn (to turn R2 n degrees),
turn in a direction (to turn R2 N/S/E/W), and plot point (to plot a point in R2’s cur-
rent location). The remaining three actions are shown on the iPod if a student clicks
on a point, including move to a point (R2 moves to that point), turn to a point (R2
turns to that point), and draw line between points (R2 draws a line between two
user-specified points). For instance, if R2 is located at (0,0) and facing West, plotting
the point (2,3) could involve the following sequence of commands (clicking R2 is
required to show each command): turn in a direction East, move 2 units, turn in a
direction North, move 3 units, plot point. All commands are automatically added to a
list available on the iPod, so that students can watch R2 “execute” a series of
commands at once, akin to running a program (commands can also be deleted).

We chose the current task domain because of its conceptual and graphical proper-
ties. In theory, as students move over the projected coordinate system and gesture
towards particular aspects of the projection, they can physically encode concepts such
as how positive and negative coordinates relate to graphical quadrants, and how the
rise and run influences the slope of the line.

Figure 2 shows the TAG architecture. All applications communicate with one main
computer. The problem space is realized by a Geogebra Java applet that includes a
JavaScript API. Since the iPod needs to respond to events in the problem space, like a
click on R2, and then subsequently sent data back to Geogebra (e.g., to plot a new
point), a bidirectional communication mechanism is necessary, implemented in TAG
with the WebSocket protocol.
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Fig. 2. TAG architecture

The hanging pointer, used to simulate a mouse in a physical space, is attached by
wire to a device we call a pendaphone, a modified PS2 Gametrak controller that can
detect the x-y-z coordinates of a retractable pointer. When the pendaphone is mounted
on the ceiling, it detects the coordinates of students’ hand in space as they move the
hanging pointer. A Python script is used to send messages between the pendaphone
and main computer to indicate when a click event occurs. Prior to use, the hanging
pointer must be calibrated, by moving it to three pre-defined points on the projected
problem space. This calibration provides information about the projected plane’s size
relative to (1) the origin of the hanging pointer, using the two vectors made by the
three points, and (2) the projected computer screen size, by mapping the physical
location of the three points to their known digital locations. This allows TAG to com-
pute the projection onto the coordinate plane of the vector from the pendaphone origin
to the physical pointer’s endpoint. As students manipulate the hanging pointer, TAG
uses the java.awt.Robot library to hijack the mouse cursor and set its location to be
the projection of the physical pointer. If a user moves the pointer below a pre-defined
threshold, a mousePressed event is generated, followed by a mouseRelease when the
pointer is moved above the threshold. The threshold is manually set — in the future we
plan to set it automatically during the calibration process.

3 Students’ Behaviors in TAG and Perceptions of TAG

We piloted TAG with four participants (S1-S4; one from 6" grade, two from 7"
grade, and one from 9™ grade). Our key research questions were as follows:

(Q1) What strategies do students use to solve problems in TAG?
(Q2) How does TAG impact students’ embodied behaviors and perceptions?
(Q3) How does the teaching framing in TAG influence student perceptions?

All students (1) signed an assent form; (2) filled in a brief background survey; (3)
were introduced to TAG (Training Phase, ~30 minutes); (4) showed R2 how to solve
geometry problems (Teaching Phase, 45 minutes); (5) discussed their experience
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(Interview Phase, ~20 minutes); (6) were compensated ($20). We used the talk aloud
protocol for the teaching phase by asking students to verbalize their thoughts and
feelings as they worked with TAG. Sessions were conducted individually and were
videotaped; two experimenters were present during each session.

To train students on how to use TAG, we asked them to read aloud from a booklet
describing the system and also perform the corresponding TAG actions (e.g., plot a
point); an experimenter answered any questions that students had. During the teaching
phase, we told students to “tutor R2 about how to solve geometry problems [...] The
goal is for R2 to learn enough so that it can solve all kinds of geometry problems. So
when you are telling it how to solve a geometry problem, think about what would be
most useful”. Students then taught R2 by working through a series of geometry prob-
lems related to (1) plotting points in various quadrants; (2) drawing the rise and
run for various lines and specifying the slope of those lines; (3) drawing lines with a
specified rise and run (only the 9" grader reached these in the time provided). If stu-
dents got stuck on how to use the system they could refer to the instructions and/or
ask the experimenter. Feedback for correctness was provided through a Wizard of Oz
technique: When students indicated they were finished with a problem, they heard a
sound (one for correct answers and one for incorrect). Students could try a problem as
many times as they wished, and if stuck, could ask for help (but only after trying the
problem at least once on their own). The help was provided by the experimenter, who
used the standard scaffolding technique of starting out with general prompts that
became more specific if students required further help. Once 45 minutes elapsed,
students participated in a semi-structured interview between the participant and two
experimenters. The interview questions were designed to obtain information on
students’ experience with TAG, the tangible interaction and the teaching framing.

3.1  Analysis and Results

We analyzed the video data from the teaching and interview phases using qualitative
description [18], by iteratively deriving codes from the data, organizing these accord-
ing to emergent themes, and refining these as needed. Our goal with this coding was
to provide a qualitative summary of students’ experiences and perceptions. In general,
subjects found the system easy to use (S1-S4; e.g., “I can’t think of how to make it
better, it was pretty easy” (S4)). We were concerned students might find obstructing
the projector distracting, but none of the students mentioned this when asked “what
did you find difficult about using TAG?”. When asked to compare TAG to other con-
texts (paper and pencil, and computer), S2 mentioned he preferred TAG over a com-
puter because “it was more fun”. S3 and S4 chose TAG as their preferred activity due
to its embodied and fun nature. For instance, S3 stated that “you get to walk
around and do crazy things”. S3 also mentioned, however, that “it’s a little harder to
concentrate on the problem because you have to use all the equipment” — this may
have been a start up problem, since he subsequently said this overload was reduced as
time went on.

We now present our results: each section first provides results coming from the
teaching phase, followed by students’ perceptions collected in the interview phase.
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Problem-Solving Strategies in TAG. Students used a variety of strategies to solve
problems in TAG. When plotting points, all students but one first moved along the
X-axis first and then the Y-axis. S1 instead was more opportunistic, in that if R2 was
already pointing in the necessary direction he would move it that way first; otherwise,
he went along the Y-axis first, because he “preferred to think of rise over run”. Some
students chose to minimize the number of actions they had to perform: S2 moved R2
backwards with negative distances, instead of turning R2 and moving it forward.
Other strategies to facilitate solution construction included using the cardinal
directions (N/E/S/W) instead of numeric angles (all did this except S3, who used the
numeric approach for the first 3 problems). Common mistakes on plotting points
included moving in the wrong X or Y direction, which students corrected on their
own after obtaining the audio feedback for correctness.

In one of the problems, students were provided with two points and asked to draw
the rise and the run of the line that included those points. All participants started by
drawing a line between the two points (even though it was not necessary), using the
closest point to them and R2 as a first reference, by clicking on it (S2 and S3) or by
using R2 steps to get to it (S1 and S4). This problem was more challenging for the
younger participants (grade 6 and 7) and students did ask for domain hints.

As far as students’ perceptions related to strategies they chose, S3 proposed that
TAG’s scaffolding, which encouraged breaking solutions into small steps, was bene-
ficial: “it can help you learn why you are doing what you doing, because instead of
just looking for the point you are going over and up instead of just diagonal’. S4
echoed these sentiments: “I’m not very good at geometry but I think breaking it down
into little steps has helped me”. In contrast, S1 suggested it would be helpful to com-
bine instructions (e.g., “I think in the same instructions you should be able to turn and
the go again — it should be like on the same page”). This participant had the highest
domain expertise (he was the only grade 9 participant and solved the most problems)
and so it is not surprising that he wanted to be able to “chunk” steps [19].

Embodiment: Behaviors and Perceptions. Instead of staying still, students used a
range of embodied actions (shown in brackets is the fotal number of actions across all
students and the range of actions executed by individuals), including walking around
the problem space in between actions (489; 83-166), pointing with some part of the
body towards elements in the problem space (169; 24-91) and sliding/twisting motions
(59; 4-27). These embodied actions appeared to help participants find and physically
visualize the strategy to solve the problem before they started to select steps for the
agent. For instance, to plot a point, participants would walk around the problem
space, using their foot to point to the places where the point could be plotted, and/or
use their foot to outline the path that R2 could take (e.g., moving parallel to the X-axis
to the X coordinate). To draw lines corresponding to the rise (or run) of a line L, they
sometimes would align themselves on the point where the rise and L intercepted and
twisted their body to orient themselves and so identify the rise line that would be
drawn from that point. To specify the slope of a line, they counted the rise and run
units by actually stepping while pointing with their hand.

In order to get more insight on the embodied behaviors, we also classified them ac-
cording to when they occurred, namely during reading of the problem, strategizing
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before actually selecting a step for R2, or action selection when students moved to
click on R2 or a point. Since participants had to approach R2 or a point to perform
actions, we expected the majority of embodied behaviors would be in the action se-
lection phase and that these would correspond to walking around the problem space.
While this was true (49%-72%), there was a great deal of variability between subjects
in terms of where the embodied actions took place: 12%-39% of total embodied
actions took place in the strategizing phase and 1%-10% in the reading phase.

As far as students’ perceptions of the embodied aspect, two explicitly commented
on liking the embodied nature of the system (S2, S3). S2 likened it to a game: “it is
kind of like a Wii that is on the floor and you can walk around on a big computer
screen that is on the floor and you are the mouse”. This comment highlights that by
“becoming the mouse”, this student imagined himself to actually be a part of the sys-
tem. He later added that he liked the projection on the floor because “you can actually
visualize graphing on a line and I think it just fun to walk on if”. While S3 also expli-
citly mentioned liking “moving around”, he went on to caution that embodiment
might not always be appropriate. Specifically, he believed that when one is first
learning the domain, more traditional activities might be better as the technology
might be a distraction. S3 also described how he felt TAG’s tangible nature influ-
enced his actions, by encouraging him to perform fine grained steps when plotting
points, instead of a more direct approach (i.e., “because you are actually walking
you’d use an angle to turn” and on paper you would “usually go diagonal”).

Teaching Framing: Behaviors and Perceptions. Although R2 was a projection,
participants appeared to connect with it at some level. They followed R2 with their
eyes, faced in a similar direction as R2, and even walked around R2 to avoid stepping
on the projected circle. Another relevant behavior pertains to students executing the
list of actions taught to R2, something referred to as a testing phase in other teachable
frameworks [16]. S2 did this after finishing a problem, possibly to watch what R2
learned. S3, however, used this for a different purpose: he made a mistake during the
solution of one problem, and upon realizing it deleted steps from the iPod list of ac-
tions right up 